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The microservices architecture (MSA) style has been gaining inter-
est in recent years because of its high scalability, ability to be de-
ployed in the cloud, and suitability for DevOps practices. While
new applications can adoptMSA from their inception, many legacy
monolithic systems must be migrated to an MSA to benefit from
the advantages of this architectural style. To support the migration
process, we propose MicroMiner, a microservice identification ap-
proach that is based on static-relationship analyses between code
elements as well as semantic analyses of the source code. Our ap-
proach relies on Machine Learning (ML) techniques and uses ser-
vice types to guide the identification of microservices from legacy
monolithic systems. We evaluate the efficiency of our approach
on four systems and compare our results to ground-truths and to
those of two state-of-the-art approaches. We perform a qualita-
tive evaluation of the resulted microservices by analysing the busi-
ness capabilities of the identified microservices. Also a quantita-
tive analysis using the state of the art metrics on independence of
functionality and modularity of services was conducted. Our re-
sults show the effectiveness of our approach to automate one of
the most time-consuming steps in the migration of legacy systems
to microservices. The proposed approach identifies architecturally
significant microservices with 68.15% precision and 77% recall.

*Equally contributing authors.
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1 | INTRODUCTION

The microservice architecture (MSA) has become a prevailing architectural style in the industry. Several major organi-
zations, such as Netflix, Amazon, and eBay, have already adopted this architectural style in their enterprise systems
by refactoring their monolithic systems.

MSA-based systems contain groups of self-contained microservices, each running as a separate process designed
for a specific function. These microservices communicate with each other through lightweight mechanisms, such as
Representational State Transfer Application Programming Interfaces (REST APIs), and are managed by a single team
[1]. MSA is popular mainly due to the dynamic and distributed nature of microservices, which offers greater agility
and operational efficiency, and reduces the complexity of handling applications scalability and deployment cycles with
respect to monolithic systems [2].

Such characteristics makemicroservices particularly convenient for migrating and refactoringmonolithic software
systems by integrating and composing reusable, distributed, and relatively independent microservices.

There are three strategies for an organization to migrate monolithic software systems to microservices. The
organization can follow a top-down, forward-engineering strategy by (1) performing an analysis of high-level domain
artifacts of the monolith (e.g., business processes, use cases, activity diagrams), (2) decomposing these high-level
domain artifacts, (3) modelling the neededmicroservices that will take part of the targetedmicroservice-based system,
and (3) implementing the defined microservices.

An organization may also adopt a bottom-up strategy and re-engineer its monolithic software systems into mi-
croservices by (1) extracting and analyzing the dependencies of the monolith, (2) extracting the reusable components
(or functionalities) from the existing monoliths that could qualify as microservices, (3) packaging the identified com-
ponents as microservices to enable their reuse and to remove their dependencies to the legacy infrastructures, and
(4) rewriting some existing applications to use the newly-created microservices.

Finally, an organization can adopt a hybrid strategy by (1) identifying reusable components of its monolithic soft-
ware systems, (2) mapping these components to available microservices, (3) replacing these components with calls
to the appropriate microservices, and (4) implementing the missing parts of the microservices according to defined
specifications.

The identification of microservices is a central activity to the three aforementionedmigration strategies. Microser-
vice identification is the most challenging step of the overall migration process, especially because the identified mi-
croservices must meet a range of expectations regarding their capabilities, the fitness of purpose, quality of service,
the efficiency of use, etc. [3, 4, 5].

Several approaches have been proposed in the literature to identify microservices in monolithic software systems
[6, 7, 8, 9, 10]. However, these approaches have limitations. Most proposed approaches rely on coupling and cohesion
metrics to cluster related components in the monoliths and create corresponding microservices. However, coupling
and cohesion are insufficient as other aspects of the components are essential to building “proper” microservices. For
example, one of the main principles of microservices is the single responsibility principle: a microservice must fit in
and stay within a bounded context, within a boundary of the domain model [11], which is a concern orthogonal to
cohesion and coupling. Also, many approaches require types of inputs that may not be available for most monolithic
software systems, e.g., business process models, use cases, and activity diagrams. All these limitations lower the
accuracy of these approaches in terms of precision and recall.

To overcome these limitations, we propose an approach called MicroMiner, a type-based microservice identifica-
tion approach that relies on ML and semantic analyses to decompose monolithic software systems into microservices.
The resulting microservices respect two main principles: the single responsibility principle and the loose coupling prin-
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ciple. The main point in which our study is different from the existing literature is that MicroMiner is guided by the
identification of specific types of services (i.e. type-based), which are predicted using aML classification model. These
services are then clustered according to the application domain to form the final microservices. The clustering is based
on the analysis of the static and semantic relationships between the monolith’s components to form architecturally-
relevant microservices (i.e. each microservice belongs to a bounded context and is responsible for a single business
functionality).

We validate our approach on four monolithic software systems, build independent ground-truths, and show that
MicroMiner identifies architecturally-relevant microservices with a precision of 68.15% and a recall of 77%. We also
compared its results to those of two state-of-the-art microservice identification approaches [12][13], our approach
outperformed the other two approaches.

The rest of this paper is as follows. Section 2 summarises previous works and their limitation. It introduces the
taxonomies used in our approach. Section 3 present our approach in details. Section 4 shows the validation of our
approach while Section 5 discusses the threats to the validity of our approach and the recommendations. Section 6
concludes with future work.

2 | BACKGROUND AND RELATED WORK

We now first explain the principles on which we build our approach and then summarise the related work and present
their limitations.

2.1 | Software Decomposition Patterns

2.1.1 | Layered Architecture Pattern

The Layered Architecture Pattern is one of the earliest architecture models, also referred to as the n-tier architecture
model. It is a standard architecture for most OOP architects and developers. Layers are abstract parts of a software
system. Each layer plays a specific role within the system and represents a different level and type of abstraction.
Layers are built on top of one another.

Various multi-layer architectures exist. For example, the classical three-layer architecture [14] consists of the
presentation layer, the business layer, and the data layer, as well as the four-layer architecture [15] consisting of
the presentation layer, the business layer, the persistence layer, and the database layer. In this article, we assume a
four-layer architecture [16], which includes utility classes, as shown by Figure 1. This architecture divides into:

• Presentation layer: This layer presents the content to the end-user through a graphical interface. It contains
software elements and technologies to interact with the user. Presentation models such as MVVM or MVC can
be part of this layer.

• Utility layer: This layer provides some cross-cutting functionalities required by other layers. Logging and authen-
tication are examples of the functionalities that can be found in this layer.

• Business layer: It is the layer in which the business logic of the application is executed. It is responsible for
controlling the functionality of an application by performing detailed business processing.

• Persistence layer: This is the lowest layer of this architecture and is primarily concerned with the storage and
retrieval of application data.
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In the following, we only consider the persistence, business, and utility layers because we focus on services and

the presentation uses services but does not provide services to others in itself.
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F IGURE 1 Software Decomposition

2.1.2 | Service Oriented Architecture

Layered architectures cannot cope with the complexities of modern large-scale Web applications or enterprise sys-
tems because it does not sufficiently partition the system, thus limiting the scalability, flexibility and distributability
of the system. Thus, a finer decomposition emerges. Service-Oriented Architecture (SOA) is an architectural style by
which systems are composed of reusable and platform-independent services. Therefore, each layer would be divided
into services. According to the taxonomy provided by Abdellatif et al. [17], we consider four domain-specific services
categories:

• Enterprise services: They provide generic business functionalities reused across different applications.
• Application services: These services provide functionalities specific to one application. Services that implement

a business function, activity or task. They are designed to support one or more specific process activities. These
services serve as entity services. They exist to support reuse within one application or to enable business process
services. Such services tend to have less reuse potential than Entity services.

• Entity services: or data services, they provide access to and management of the persistent data of legacy soft-
ware systems. These services provide information of the business process stored in the databases and handle
the business entities. Many of its capabilities are related to the traditional CRUD (create, read, update, delete)
methods. It is considered a highly reusable service because it can be agnostic to many business processes.

• Business services: They correspond to business processes or use cases. These services generally compose/use
the Enterprise, Application, and Entity services.

For domain neutral services, we are interested on the Utility services, that provide some cross-cutting function-
alities required by domain-specific services. These services contain small, closely packed services. They are strictly
related to the technological platform supporting the application and business services. Logging and authentication



Trabelsi et al. 5
services are examples of Utility services.

As shown in Figure 1, the Persistent layer is broken down into Entity services, the Business layer into Application
services, and the Utility layer into Utility services.

In the following, we consider only the identification of three types of services: Utility, Entity, and Application
services because we cannot distinguish between Application services and Enterprise services using only source code.
Indeed, these two types of services differ only in terms of the scope of reuse: within a single system or across multiple
systems.

2.1.3 | Microservices Architecture

Two of the main principles for microservice architecture are the single responsibility, and loose coupling principles
[18]. The microservice architectural styles impose explicit requirements for the number of business responsibili-
ties/capabilities of the services, which is not the case with SOA [19]. A microservice should have one and only one
responsibility. Therefore, we rely on a domain-related service decomposition [20] or vertical decomposition (as shown
in Figure 1 to generate isolated functional microservices [21].

2.2 | Related Work

The identification of services from existing software systems has been the topic of many research works. Several
approaches have been proposed to identify services from monolithic software systems, but only a few of them have
considered service types.

For example, Abdellatif et al. [22] proposed a type-based service identification approach that extracts Utility,
Entity, and Application services from legacy software systems. Through static analyses of the source code, they
extract several types of inter-classes relationships to build the call graphs of the systems and generate clusters that are
considered as potential services. They filter and classify each cluster using code metrics and a hierarchical detection
rules-based system to identify services and their types. We extend the work of Abdellatif et al. [22] and use the typed
services as a basis to identify the microservices inside monolithic systems. Different from the approach of Abdellatif
et al., we rely on a ML classifier and a clustering algorithm to identify the typed services that will be then aggregated
to form the final microservices.

Huergo et al. [23] also introduced an approach to identify services based on their types. Based on UML class dia-
grams of object-oriented systems, they started by manually identifying data that played a central role in the operation
of an organisation and considered them as master data. Each piece of master data is defined as a candidate entity
service. Then, still using UML class diagrams, they derived state-machine diagrams related to the identified master
data. They analysed the transitions on the state-machine diagrams to identify Task and Process services. Our work is
different from this approach as (1) we identify different types of services, (2) we identify both services and microser-
vices in monolithic systems, and (2) we rely on both static and semantic analysis of the monolithic components to
build the final microservices.

Since Microservice architecture and SOA show considerable differences in terms of service granularity, gover-
nance, and communication protocol [19], the Legacy-to-SOA migration approaches are not suitable for legacy-to-
microservice migration unless various adaptations are performed on them.

Several approaches related to microservices identification have been proposed in the literature. Fritzsc et al. [6]
conducted a study on ten different approaches for refactoring a monolithic application into microservices that use
four distinct decomposition strategies. The first strategy is static code analysis, which analyses the code to find the
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dependencies between different system units (classes, functions, variables) and eventually derive a decomposition of
the system units to identify microservices [24, 25]. The second strategy is based on meta-data: it depends on UML
diagrams [8], use cases [7, 8], interfaces [26], or version-control data [27]. The purpose is to capture the relationship
between users and system functionalities, to show interactions between systems and functional dependencies, etc.
The third strategy includes workload-data aided approaches [28, 10]. These approaches measure application opera-
tional data, such as communications and performance, at the module or function level, and use this data to determine
appropriate decomposition and granularity of microservices. The last strategy is the dynamic composition in which
the goal is to provide a runtime environment for microservices, so that the set of microservices changes continuously
each time to obtain the best-fit composition.

A recent work proposed by Brito et al. [13] outlines the use of topic modelling to assist in the migration of
monolithic systems to microservices. They started by extracting lexical/textual terms and structural dependencies
from the source code. Afterwards, they adopt the Latent Dirichlet Allocation (LDA) classifier to identify the topics
and their distributions for each component of the monolithic system. Finally, they combine the topic distribution and
structural information to cluster the monolithic system components that form microservices.

We observed that microservices identification approaches that use semantic analysis either rely on basic tech-
niques such as Tf-IDF (term frequency-inverse document frequency) [27] or use local identification techniques such as
topic modelling [13]. Different from existing approaches, we rely on a pre-trained Word2Vec model based on Google
News to study the semantic relationships between the components inside monolithic systems. Although typed ser-
vices provide significant information about the nature and capabilities of the identified services, none of these works
leveraged the benefits of type-aware services identification as a basis for identifying microservices. Consequently,
we propose in this paper a type-based microservice identification approach that relies on static and semantic analysis
of the source code of legacy monolithic systems to assist their migration to MSA. As mentioned earlier, we adopted
a more refined semantic analysis method that uses the pre-trained Word2Vec model based on Google News, which
produces more accurate results on the semantic similarity between different components of the monolithic project
and ensures consistency in the context of microservices. Our approach is guided by a taxonomy of service types,
and performs a vertical decomposition over the system’s layers according to the application domains to ensure loose
coupling and single responsibility paradigms in MSAs.

3 | PROPOSED APPROACH

Wewant to decompose monolithic software systems into microservices that are based only on analyses of the source
code of object-oriented monolithic software systems. Figure 2 shows our proposed approach for identifying microser-
vices in object-oriented monolithic software systems. It is divided into three main phases:

• The first phase is Class Typing, which decomposes a system horizontally into three layers by classifying each class
in the system. We propose a method based on ML to predict/assign a label to each class. Labels are Application
for classes belonging to the Business layer, Entity for the persistence layer, and Utility for the Utility layer. The
layers and their classes are input to the next phase of our approach. We details this first phase in Section 3.1.

• The second phase is Typed-Service Identification, which identifies Application, Entity, and Utility services from the
classes in each layer. We rely on a graph clustering technique that takes into account the static relationships
among classes. We describe this phase in Section 3.2.

• The third phase is Services toMicroservicesMapping, with generates themicroservices. It groups the typed services



Trabelsi et al. 7
using soft clustering, which is a type of clustering in which each element can belong to more than one cluster. In
our context, an element is a service while a cluster corresponds to a microservice. We identify then the microser-
vices according to the analyses of (1) the relationships between the services and (2) the application domain. Each
microservice is composed by one or many Application, Entity, and Utility services. The details of this phase are in
Section 3.3.
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F IGURE 2 Overview ofMicroMiner.

3.1 | Phase 1: Class Typing

This section describes the first phase of our microservice identification approach, which relies on ML to classify each
class in a system. At the end of this phase, the model will classify each class of a monolithic software system as
Application, Entity, or Utility.

Mathematically, we looked for the probability distribution P(Y |I,D) of missing labels of classes, where Y is a
class label, I is the input of the classifier, and D is the training dataset. We represent our dataset as a direct graph
structure G = (V, X, E) where all the classes of the system form the set of the nodes indexes V, the node feature
matrix X, and the calls among classes form the set of edges E.

3.1.1 | Call Graph Generation

As a data generation pre-processing step on the source code, we construct our graph G = (V, X, E) by generating the
call graph E. We parse the source code of the system and build its model using the OMG Knowledge Discovery Meta-
model (KDM) [29], which was defined to represent (legacy) systems at different levels of abstraction and regardless of
the used languages and technologies. We use MoDISCO [30], an open-source Eclipse plugin that provides an exten-
sible framework, (1) to obtain KDM models from source code in different languages and (2) to visit the KDM models
and generate the call graphs. For each system, MoDisco generates the corresponding KDM file in an XML Metadata
Interchange (XMI) format1, an OMG standard for exchanging metadata information via eXtensible Markup Language
(XML). Figure 3 illustrates an example of a KDM file. It contains a representation of the software code elements
(e.g., packages, classes, methods, attributes, etc.) and their associations (e.g, inheritance, aggregation, association, the
relationship of containment between packages, etc.).
Running example.
In the following, we use a running example to illustrate our work. We use a simplified version of the FXML-POSmono-

1https://www.omg.org/spec/XMI/2.1.1
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F IGURE 3 Example of a KDM file

lithic system. FXML-POS is an open-source2 inventory management system in Java. It includes 56 classes. It follows
the model-view-controller architecture and provides several features related to ERP, such as purchase management,
sales management, supplier management, etc. We exclude some classes and consider only the 13 classes related to
sales, purchases, and products to simplify this running example. Figure 4 shows an excerpt of the running example
call graph. This excerpt contains four classes and four relationships. ProdcutModel implements ProductDao. Product-
Controller instantiates ProdcutModel and invokes three of its methods. Finally, ProdcutModel instantiates Product.
3.1.2 | Feature Matrix Generation

We generate the feature matrix X by one of the following methods:
• Metrics and relations: Our first initiative was to use the same class-level metrics and method-level metrics M,

which were used in a rule-based service-type detection approach [31], to obtain the feature matrix X|V|×|M| . The
method-level metrics were used to compute some class-level metrics. For example, we considered the number of
incoming/outcoming calls to/fromeachmethod in the system to compute the fan-in (the number of incoming calls)
and fan-out (the number of outcoming calls) related to each class. The class-level metrics also include theMccabe

2https://github.com/sadatrafsanjani/JavaFX-Point-of-Sales
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F IGURE 4 Excerpt from the running example call graph

cyclomatic complexity, the number of “try-catch” in each class and the number of database queries. However,
later experimental results, in Table 5, showed that we could not achieve good accuracy for the classification. To
improve the accuracy of the results, we added extra features related to the relationships between the classes,
such as aggregation, inheritance, and implementation. Therefore, we define the matrix X|V|×|V| as:

X(i , j ) = X(j , i ) = 1, if classes i and j are related by an inheritance, aggregation, or implementation relationship
0, Otherwise

which improved the results. We further increased accuracy by concatenating the two feature matrices and ob-
taining X|V|×|M+V| , whose results we detail in Section 4.5.1.

• CodeBERT: Our second initiative was to feed the source code into the pre-trained model for programming lan-
guages, CodeBERT [32] to generate the node features of the graph. We can think of CodeBERT as a function
that maps source-code classes into a feature embedding within a n-dimensional space, where each class has its
corresponding n-dimensional vector representation that can be easily fed into the ML classifier.
We rely on CodeBERT to generate the representation of the source code because (1) it has been shown to achieve
superior performance in many NLP tasks, (2) it supports several programming languages, such as Go, Java, Python,
Ruby, etc., (3) the pre-trained model of CodeBERT is open source3 and easily integrated into our approach.
CodeBERT generates the node feature matrix X of size |V | × n , where each row i represents the node feature of
the source-code class i with dimension n .

3.1.3 | System Classes Classification

Given the labelled node feature matrix X and the call graph E, we train supervised ML models to classify the source-
code classes as belonging to Application, Entity, or Utility services.

The supported classifiers of our approach are:
• Support Vector Machine (SVM) is a supervised classical ML algorithm for classification or regression tasks [33].

It is a widely used and relatively simple. The classifier separates data points using hyperplanes with the largest
margin. It finds optimal hyperplanes in multidimensional space to separate different classes and classify new data
points (an SVM classifier is also called a discriminant classifier).

3https://github.com/microsoft/CodeBERT



10 Trabelsi et al.
• Graph Convolutional Network (GCN) is one of the most well-known deep Graph Neural Networks (GNNs) [34].

It provides a powerful neural network architecture for learning features from graphs by inspecting neighbouring
nodes. In our approach, we use GCN as a classification model that uses the generated embedding node features
X and the call graph E to learn how to classify the source-code class to Application, Entity, or Utility service.

In addition to SVM, MicroMiner supports different classical ML classifiers such as Decision Tree [35], K-Nearest
Neighbour (KNN) [36], Logistic Regression and Naive Bayes [37]. However, SVM gives the best accuracy among all
these algorithms (see Table 6).

Running Example.

Figure 5 shows the results of the system classes classification. We assigned a colour to each type and coloured the
classes with the appropriate colour according to their type. In the running example, there is a single Utility class, six
Entity classes, and six Application classes.

F IGURE 5 Running Example: Class Typing Results

3.2 | Phase 2: Typed-Service Identification

We now identify the services in the monolithic software system by analysing the static relationships between the
classes of the same layer, i.e., of the same type. Then, we apply the Louvain community detection algorithm [38] on
each class layer to group and create Application, Entity, and Utility services.

3.2.1 | Static Relationship Computation

We analyse the static relationships among the constituents of each class in each layer (methods, fields, etc.). A rela-
tionship may be a generalization, an aggregation, or an association between classes, for example. We assign a weight
to each of them according to their relative importance. The values of the assigned weights are depicted in Table 1.
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The total weight between a pair of related constituents is:

Wei ght (Ci ,Cj ) =
T∑
t=1

Wt × NR t

where Ci and Cj are the constituents,T is the number of relationships,Wt the weight of a relationship of type t , and
NR t the number of such relationship between Ci and Cj . We thus obtain three graphs representing each layer.
Relationship Generalization Aggregation Implementation Association Instantiation Method invocation
Weight 100 100 100 25 25 5

TABLE 1 Assigned weights of the static relationships

Running example.
After analyzing the relationships among classes in the running example, we compute their weights. Figure 6 shows the
call graph with the assigned weights. For example, class ProductController instantiates class ProductModel and invokes
three of its methods. Thus, using the weights in Table 1, we obtain

Wei ght (CP r oductCont r ol l er ,CP r oductModel ) = 25 × 1 + 5 × 3 = 40

F IGURE 6 Running example call graph with static weights

3.2.2 | Type-specific Services Clustering and Identification

In each graph of each layer, we group classes into candidate services. The grouping algorithm considers the weights
w(e) on the edges when searching for the communities. A large weight w (ek ) on an edge ek between two nodes A
and B implies that the classes A and B belong to the same candidate service.

We rely on the Louvain community detection algorithm [38] to derive communities from the graphs. It is an
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unsupervised algorithm divided into two steps: modularity optimisation and community aggregation. For modularity
optimisation, it initialises the communities randomly. Then, it relocates each node into a different community until
there is no significant increase in modularity. Nodes of each community are collapsed into one node, and the same
process is repeated.

To improve the clustering results achieved by the Louvain community detection algorithm, we aggregate mod-
ules/communities that are only accessible from some other modules in a same cluster. For example, if a class A is
only accessible from classes B and C, with B and C in a same cluster CL, then we put A in the cluster CL and obtain
CL = [A,B ,C ].

Running Example.
Table 2 shows the results of the second step of our approach on the running example. After applying the clustering
algorithm and the refinement process, we obtained five typed services.

Service
Utility Service 1 Entity Service 1 Entity Service 2 Application Service 1 Application Service 2

(US1) (ES1) (ES2) (AS1) (AS2)

Classes

HibernateUtil Product Sale ProductController SaleInterface
ProductDao SalesModel ProductInterface SalesController
ProductModel SaleDao productEditController

productAddController
TABLE 2 Running example: Typed-Services

3.3 | Phase 3: Services to Microservices Mapping

We generate microservices based on the typed services obtained in the previous phase by analysing the static and
semantic relationships among identified services. We choose eachApplication service as the core business component
of each microservice and merge related Entity and Utility services to form the final microservices, as follows.

3.3.1 | Static Relationship Computation

We consider the typed services that have been identified in the previous phase as our unit of work, which are no
longer the source-code classes. We are now interested in the relationships between services, which we compute in
two steps.

First, we compute the weight of the direct relationships between two services. We consider all calls between
the services by computing the sum of the weights of the incoming and outcoming calls between the services using
the previously generated call graphs. We create an undirected, edge-weighted graph G = (E,V) , in which each node
v i ∈ V corresponds to a service si ∈ S and each edge e i ∈ E represents the relationships between two services.
Each edge e i has a weight that shows how strong the link between two services is.

Second, we apply Floyd–Warshall algorithm [39] to create the adjacency matrix between all services of the graph
G by finding the shortest path between each node of the graph. Thus, we obtain the static distance between two
services.
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Running Example.

Figure 7 shows the weights calculated between the typed services resulting from this step.

F IGURE 7 Running example: Static Weights between services

3.3.2 | Semantic Relationship Computation

Each microservices must have a single responsibility. Consequently, we perform a domain-related service decompo-
sition to generate isolated functional microservices that belong to a specific bounded context [21]. We analyse the
semantic relationships between the identified services to group them according to their domain. Figure 8 shows that
the semantic analysis of the source code is used to extract the semantic coupling between the services in four steps.

Legacy
System

Source code Service
Source code

Preprocess source
code

Terms

Word2vec

Word
embedding

Calculate service
embedding

Service
embedding

Calculate semantic
distances

Services
embeddings

Semantic
distances
between
services

Service Source code treatment

Term treatment

F IGURE 8 Semantic analysis pipeline.
First, we perform a pre-processing step, which involves: (1) tokenizing the source code in which the text is sep-

arated at each blank space, (2) removing any terms related to the programming language (e.g., public, private, etc.
in Java), (3) separating the composed terms using naming conventions like camel case and underscore [40], and (4)
lemmatizing terms into their base forms.

Second, we encode each term in a numerical representation to facilitate their manipulation. We use word em-
bedding, which is one of the most popular representations of words. It transforms terms into a numerical vector and
captures the context of a word in a document, the semantic and syntactic similarity, the relationship with other words,
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etc. We use the pre-trained, Google-news-based Word2Vec that contains three million terms 4.

Third, we determine the vector representation of the services, i.e., their embeddings. We use a simple yet ef-
ficient technique to obtain the mean of all term vectors related to a service. Indeed, a study showed that, for the
sentiment text analysis task, using the average of term embeddings to obtain a document embedding yields similar
results compared to more complex techniques [41].

Finally, we compute the cosine distance between the service embeddings to obtain the semantic distances be-
tween each pair of services.

3.3.3 | Microservices Generation

To assure both the contextual consistency and high cohesion of the microservices, we rely on both static and semantic
weights. To find the final weight to qualify how strong the relationship between the services/clusters is, we combine
both weights and perform a unit-based normalization on the static and semantic weights to adjust their values to
[0, 1]. Then, we compute the final weight wi j by balancing the other two weights wSt at i ci j and wSemant i ci j using twoparameters α and β :

wi j = α ×wSt at i ci j + β ×wSemant i ci j

An expert must specify these parameters as they depend on the systems, e.g., in the case of a system in which
components are poorly named, β could be reduced in favour of α to reduce the dependence on the semantic analysis
in favour of the static relationships/analysis.

After calculating the final weights between the typed services, we cluster these services to compose themicroser-
vices. In this step, we consider each application service as the central element of each microservice ci , because they
“own” the functionality. We use the fuzzy C-means clustering (FCM) algorithm [42] because it is one of the most
widely used fuzzy clustering algorithms. The FCM algorithm returns membership scores representing the degrees of
membership of data points xi to each cluster c. This membership score msi j is calculated by:

msi j =
1∑c

k=1

( ‖xi −cj ‖
‖xi −ck ‖

) 2
m−1

where m is the fuzziness parameter and k is the number of clusters.
We apply the FCM algorithm with one iteration because we do not want to change the cluster centres. Then, we

must specify a threshold at which we consider whether a service belongs or not to a microservice. Again, an expert
should specify this threshold, especially since it may vary from one system to another.

Our approach respects the loose coupling principle of microservices. If two microservices dependent on a same
service, we duplicate this service into each microservice to prevent any dependency between them. For example, in
the case of a retail management software, the Entity service Product, which manages product data, is used by the
microservices Sales and Product Restocking. We include this Entity service in both microservices.
Running example.
Finally, we obtain two microservices for our running example. MS1={US1,ES1,AS1} andMS2={US1,ES1,ES2,AS2}. The
Utility service US1 is duplicated in both microservices. The Product Entity service ES1 is also duplicated in both the
Sales and Product microservices, due to its strong coupling with the two services.

4https://github.com/mmihaltz/word2vec-GoogleNews-vectors
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4 | EMPIRICAL EVALUATION

The overall quality of the generated results of our approach has been first evaluated by the fifth author, who is an
expert in microservice-based systems. He thoroughly analyzed the systems and the generated microservices decom-
position by our approach to making sure that the identified microservices embed cohesive classes and belong to
bounded contexts. Despite the positive feedback of our expert regarding the generated results, we further validate
our approach by (1) comparing our results with two state-of-the-art microservices identification approaches, and (2)
relying on qualitative metrics to further evaluate the quality of the identified microservices.

This section presents the experiments that we conducted on four case studies to validate our approach both
quantitatively against a ground-truth and qualitatively to use evaluation metrics. We provide further details on the
setups and outputs of the three phases of our approach: the Class Typing phase, the Typed-service Identification
phase, and the Microservices Mapping phase.

4.1 | Case Studies

Compiere
Compiere is one of the few large, Java, open-source legacy ERP systems. It was first introduced by Aptean in 20035.
It provides businesses, government agencies, and non-profit organizations with flexible and low-cost ERP features6,
such as business partners management, warehouse management, purchasing and sales order management (quotes,
book orders, etc.). We use Compiere v3.3 because (1) it is the first stable release of the system, (2) it was released
more than 15 years ago, (3) it is not based on microservices.
FXML-POS
This system was presented as our running example in Section 3.1.1 as well as used as a case study to validate our
approach. We use FXML-POS because it offers several features and it is not microservice-oriented.

PetClinic
PetClinic is an open-source7 Java-based veterinary clinic management system that allows veterinarians to manage
information about pets and their owners. It is based on the model-view-controller architecture and has 52 classes.
This system provides several features such as pet management, owner management and, visits management. We
chose to use PetClinic because there is also a new version of the system built using the microservices architecture
that serves as the basis for creating our ground-truth.

JForum 3
JForum is an open-source8 discussion board system implemented in Java. We worked with the last version that in-
cludes nearly 300 classes. It is based on the model-view-controller architecture and provides several features, such
as users management, message system, topic management, etc. We use JForum because (1) it is not microservice-

5http://www.aptean.com
6http://www.compiere.com/products/capabilities/
7https://github.com/spring-projects/spring-petclinic
8https://github.com/rafaelsteil/jforum3
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oriented, and (2) it was previously used to validate several state-of-the-art monolith-to-service migration approaches
[43, 44, 45].

4.2 | Ground-truths

To assess the reliability of our approach, we need two kinds of ground-truths for each system. The first type of
ground-truth is related to the services and their types. This type of ground-truth will be used to validate the two first
phases of our approach (class typing and typed-service identification). Also, we need a second type of ground-truth
which is related to the microservices in the monolithic systems. It will be finally used to evaluate the microservice
mapping. We asked two independent PhD students to identify services and microservices in Compiere and FXML-POS
systems. They relied on several artifacts to build the ground-truth architectures manually by (1) analyzing and under-
standing the systems and (2) extracting the reusable parts that could become services/ microservices. To recover their
designs and to visualize class dependencies, they used Understand 9 integrated development environment. Addition-
ally, they generated views of their call graphs that we make available online 10. They also reviewed extensively the
system documentation as well as their source code to have the best possible understanding and accurately identify
both services and microservices that can be integrated into the targeted SOA-based system and in a microservice
architecture. Finally, they annotated the services manually according to their types. Table 3 shows the statistics of
the ground-truth decomposition.
Legacy system # System-Classes # Entity Services # Application Services # Utility Services # Microservices

Compiere 1,042 358 30 85 92
FXML-POS 55 9 10 3 9
PetClinic 52 7 7 4 7
JForum 3 271 31 73 19 61

TABLE 3 Overview of the ground-truths.

4.3 | Evaluation Metrics

To evaluate the quality of the identified microservices, we follow the work of Jin et al. [45] and consider the following
metrics that are related to functionality independence and modularity aspects.

4.3.1 | Independence of Functionality

The functionality independence refers to the external independence, i.e., the independence and consistency of the
functionality that the microservice provides to its external users, as defined by the single responsibility principle (SRP).
These metrics are calculated using the interfaces of a microservice. Typically, an interface is a class that exposes func-
tionality as an endpoint. The methods for each interface are considered as operations.

9https://www.scitools.com/
10http://si-serviceminer.com
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IFN (Interface Number) ifnmeasures the number of published interfaces of a microservice. The smaller the ifn, the

more likely the microservice has a single responsibility. The IFN is the average of all ifn.
CHM (Cohesion atMessage level) chmmeasures the cohesion of interfaces published by a microservice at the mes-

sage level. This is achieved by calculating the similarity between two message-level operations based on parameters
and return values. A higher chm represents a higher cohesiveness of the microservice. The CHM is the average all chm.

CHD (Cohesion atDomain level) chdmeasures the cohesion of interfaces published by amicroservice at the domain
level. This metric measured very similarly to chm, but instead of using only the message terms, all domain terms
contained in the operation signature are taken into account. A higher chd represents a higher cohesiveness of the
microservice. The CHD is the average all chd.

4.3.2 | Modularity

Modularity evaluates the cohesion of microservices in their internal interactions and the looseness of interactions
between microservices. To evaluate the modularity of service candidates, we use the following metrics Quality of
structural modularity (SMQ) and Quality of conceptual modularity (CMQ).

SMQ (Structural Modularity Quality) SMQmeasures the quality of modularity from a structural point of view. The
higher the SMQ, the more modular the service is. The SMQ calculation is composed of two terms: The first measures
the structural cohesion of a service (intra-connectivity) using the number of edges within a service, and the second
measures the coupling between services (inter-connectivity) based on the number of edges between services.

CMQ (ConceptualModularityQuality) TheCMQmeasures the quality ofmodularity from a conceptual perspective,
like the SMQ. CMQ is composed of two terms, the only difference is that in the CMQ definition, an edge between two
entities exists if the intersection between the set of textual terms of the entities is not empty. The higher the CMQ,
the better.

4.4 | Experimental Setup

In the following, we present the experimental settings at each phase of theMicroMiner architecture.

4.4.1 | Class Typing

For the datasets, as we mentioned in Section 3.1, we consider the graph representation of the four legacy systems as
our dataset form. For all the classification models, we use 80% of the graph nodes for training (Vt r ai n ). The rest 20%
of the nodes are used for testing (Vt est ), except for GCN model is splitted into 10%, for validation ( Vv al i d ) and 10%
for testing. Now, we present the setup of the experiment for our classification models categories:

Deep GNNs. We considered a two-layer graph convolutional network (GCN) for the semi-supervised classifica-
tion of the nodes of a graph. At the training, the GCN classifier takes as input: 1) The adjacency matrix At r ai n of the
training graph Gt r ai n of the legacy system to migrate. The nodes of the call graph vi ∈ V t r ai n correspond to classes
ci ∈ C from the system to analyse. 2) The feature matrix Xt r ai n that embed information about the system-classes.
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We experimented with several representations for the feature matrix (e.g., CodeBERT embeddings, Method-level and
class-level metrics, etc.) as described earlier in Section 3.1.2. We validate the GCN classifer using the validation com-
ponents (Vv al i d , Ev al i d , Xv al i d ), and we test with the test components (Vt est , Et est , Xt est ). Table 5 summarises the
results of GCN experiments with different feature representations on all systems. Since GCN shows the best perfor-
mance with CodeBERT embedding on Compiere and FXML-POS, we state the performance results of GCN on PetClinic
and JForum 3 when using CodeBERT embeddings only.

Classical ML. As we showed in Section 3.1.3, we used several classical ML classification models. To classify the
graph nodes (i.e., system-classes) based on their features. All these classical models rely on the code embeddings that
CodeBERT generates. With SVM, we use the linear kernel function. For KNN classifier, we set k = 5 for the number
of nearest neighbours to be considered in the voting process. We also experienced with Decision Tree and set the
tree’s maximum depth to 2. For Logistic Regression, we used lbfgs as the optimization algorithm. The final algorithm
we applied was Gaussian Naive Bayes. In Table 6, we present the performance measures of all classifiers in our four
use cases. We report the accuracy that gives the overall correctness of the models, i.e., the fraction of total samples
that were correctly classified by the classifier and the F-measure for each class (Utility, Entity, and Application).

4.4.2 | Typed-service Identification

After predicting the type of each class on our different case studies, we constructed three graphs per system: the
Utility graph, the Entity graph, and the Application graph, as explained in Section 3.2.1. Then, we applied the Lou-
vain algorithm for community detection to cluster and identify Utility, Entity, Application services. For the Louvain
algorithm, the only parameter to specify was the resolution that controls the communities sizes. We have set it to its
default value of 1 for all experiments.

4.4.3 | Microservices Mapping

As mentioned in Section 3.3.3, we calculate the final weight to qualify the strength of the relationship between the
services/clusters by combining the static and semantic weights based on two parameters α and β . Table 4 shows
the considered values of these parameters for the different systems. For Compiere, the code components, variables
and method names are poorly named, so we reduced the value of β in favour of α to reduce the dependence of the
semantic analysis on the static relation. For the other three systems, we gave equal weights to semantic and static
relationships as the naming employed in the code was expressive and meaningful.

System Compiere FXML-POS PetClinic Jforum

α 0.8 0.5 0.5 0.5
β 0.2 0.5 0.5 0.5

TABLE 4 Total weight parameters

In order to generate microservices, we cluster the typed services using Fuzzy C-means clustering algorithm. To
calculate the membership score, we need to specify the number of clusters and the fuzziness m parameter. In our
case, the number of clusters is equal to the number of application services. We used m = 2 for all systems because
it is the most used value [46]. Moreover, by adopting this value, we avoided getting large microservices and thus
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increased the cohesion of microservices while maintaining a low coupling value.

4.5 | Results and Evaluation

In the following, we present the results of each phase of theMicroMiner architecture.

4.5.1 | Class Typing Results

We present in Table 5 the GCN accuracy with respect to different feature matrix formalisms. The results show that
the most accurate classification result is achieved by using the code embeddings generated through CodeBERT with
an average accuracy of 74%.

Feature matrix Feature matrix
dimension

Compiere
Accuracy

FXML-POS
Accuracy

PetClinic Ac-
curacy

JForum
Accuracy

Method-level and class-
level metrics

|V | × 6 51% 59% N/A N/A

Relations |V | × |V | 65% 62% N/A N/A
Method-level and class-
level metrics+relations

|V | × |V | + 6 58% 62% N/A N/A

CodeBERT embeddings |V | × 768 72% 75% 76% 73%
TABLE 5 GCN experiments results for all systems with respect to different generated feature matrix.

As shown in Table 6, the SVM classifier achieved the highest accuracy across the four systems with 86% for
Compiere, 92% for FXML-POS, 87% for PetClinic and 82% for JForum. However, we observe that the F-measure of
some classes is slightly higher when using other classifiers, albeit with a small difference. Based on these results, we
selected SVM in the classification phase ofMicroMiner to predict the class types of the systembecause it outperformed
GCN and other classifiers and showed overall better results.

4.5.2 | Typed-service Identification Results

We used our ground-truth architecture for each system to quantitatively validate the typed services. We measured
precision, recall, and F-measure for the identification of each service type and reported the results in Table 7. We
obtained architecturally significant typed services with a total precision of 68.3%, a recall of 83.9%, and an F-measure
of 75.2% for Compiere. We also achieved a precision of 86.3%, a recall of 86.3%, and an F-measure of 86.3% for
FXML-POS. For PetClinic, we got a precision of 70%, a recall of 66%, and an F-measure of 68%. For our fourth system
JForum, we obtained a precision of 83.1%, a recall of 60.1%, and an F-measure of 69.7%.

The performance of this phase depends on the results of the previous classification phase because we consider
the classes of each type independently. For example, we had in Compiere a precision of 49.2% for the identification
of Application services. We missed some Application services because, in the previous phase of class typing, we had
a classification accuracy of 68%. We missed some classes of type Applications to cluster into Application services.
Also, in FXML-POS, we could not identify some Utility services for the same reasons.

To obtain better results for identifying typed-service, developers could refine the classification when applied to
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Legacy system Quality metrics
Decision
Tree

SVM
KNN
(k=5)

Logistic Re-
gression

Naive
Bayes

Compiere

Accuracy 73% 86% 81% 83% 52%
Class Application F1-score 54% 68% 69% 61% 47%

Class Entity F1-score 85% 93% 91% 92% 64%
Class Utility F1-score 13% 62% 37% 64% 35%

FXML-POS

Accuracy 84% 92% 66% 84% 84%
Class Application F1-score 86% 93% 75% 86% 86%

Class Entity F1-score 87% 97% 58% 90% 87%
Class Utility F1-score 50% 50% 0% 0% 50%

PetClinic

Accuracy 79% 87% 74% 77% 69%
Class Application F1-score 67% 81% 58% 81% 77%

Class Entity F1-score 82% 89% 71% 73% 77%
Class Utility F1-score 50% 50% 0% 0% 0%

JForum

Accuracy 79% 82% 69% 76% 62%
Class Application F1-score 69% 83% 75% 66% 53%

Class Entity F1-score 81% 87% 58% 80% 69%
Class Utility F1-score 10% 30% 18% 22% 18%

TABLE 6 Source-code class classification results with the classical ML models using CodeBERT embedding of
the four legacy systems.

their systems.

4.5.3 | Microservices Mapping Results

In this section, we analyze and validate the generated microservices. We used our ground-truth architectures to
calculate the precision, recall, and F-measure of our approach. We also measure and validate the quality ofMicroMiner
using five quality metrics. In addition, we compare our results with two static-based microservices identification
approaches: ServiceCutter [12], which is a heuristics-based microservice identification approach, and another state-
of-the-art microservice identification tool proposed by Brito et al. [13], which is based on topic modelling techniques.

| Quantitative Evaluation

We applied MicroMiner on Compiere, POS, PetClinic and Jforum to show its practical accuracy in identifying microser-
vices in existing systems. We also applied on these systems the two state-of-the-art microservice identification ap-
proaches, ServiceCutter and the topic modelling-based approach. We measured the precision, recall, and F-measure
for each system and reported the results in Table 8. We found that MicroMiner identified architecturally-relevant
microservices with 68.15% precision, 77% recall, and 72.1% F-measure.

Also, while we identified 92 microservices in the ground-truth microservice-based architecture of Compiere, Mi-
croMiner identified 89 microservices, among which 67 were correctly composed. We also obtained for the same
system a precision of 75.2%, a recall of 72.8%, and an F-measure of 73.9%. For FXML-POS, while we identified nine
microservices in the ground-truth,MicroMiner identified 11 microservices, with nine of them correctly identified. We
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Legacy system Service type Precision Recall F-measure

Compiere

Application 49.2% 81.3% 61.4%
Entity 74.3% 90.7% 81.7%
Utility 68.2% 83.9% 75.2%
Total 68.2% 83.9% 75.2%

FXML-POS

Application 83.3% 100% 90.9%
Entity 88.8% 88.8% 88.8%
Utility 100% 33.3% 50%
Total 86.3% 86.3% 86.3%

PetClinic

Application 75% 85% 80%
Entity 83.3% 71.4% 76.9%
Utility 50% 75% 60%
Total 70% 66% 68%

Jforum

Application 89.8% 72.6% 80.2%
Entity 77.2% 54.8% 64.1%
Utility 50% 21% 29.5%
Total 83.1% 60.1% 69.7%

TABLE 7 Overview of Typed-service identification results.

obtained a precision of 72%, a recall of 88%, and an F-measure of 80%.
In general, the correctly-identified microservices are built around accurately classified Application services be-

cause we choose to consider Application services as the central component of each microservice. The correctly
identified microservices in Compiere, for example, are related to bank-statement management, account management,
partners, warehouses, orders, invoice management, etc.

The incorrectly identified microservices were mainly coarse-grained: they contained a large number of classes.
When we analyzed these microservices, we found that the related Application services contained tightly coupled
classes but covered more than one domain/business functionality. Thus, poor identification of Application services
inside a system led to poor identification of the corresponding microservices. For example, one of the identified Appli-
cation services from Compiere aggregated classes related to both projects and payments, which led to the generation
of a large microservice that did not respect the single responsibility principle.

Furthermore, when services were not correctly typed, the quality of the identified microservices suffered. For
example, in Compiere, some classes related to data migration should have been labelled as Utility-related classes. How-
ever,MicroMiner classified these classes as Application-related, which led to the identification of incorrect Application
services and, therefore, to incorrect/poor microservices.

Our approach outperformed the other two approaches. ServiceCutter generated bad clusters. The approach
produced a large number of services of unbalanced size, where we observed few large services and many small ser-
vices containing one or two classes. For the Topic Modeling based approach, the generated services were partially
acceptable, however many classes that are not directly relevant to the service context, e.g. generic classes like "En-
tityUtils" or "BaseEntity" are always incorrectly mapped because they do not have a clear domain connection. The
Topic Modeling based approach is only based on the similarity of topics and does not consider static relation weights.
On the contrary, our approach considers the weights of the different static relations and, thus, does not suffer from
this problem.
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Legacy system Approach Precision Recall F-measure

Compiere
ServiceCutter 5% 21.7% 8.1%

Topic modelling based 22.5% 29.3% 25.4%
MicroMiner 75.2% 72.8% 73.9%

FXML-POS
ServiceCutter 7.8% 33.3% 12.6%

Topic modelling based 29.4% 55.5% 38.4%
MicroMiner 72% 88% 80%

PetClinic
ServiceCutter 8.5% 42% 14.2%

Topic modelling based 36.3% 57.1% 44.3%
MicroMiner 71.4% 71.4% 71.4%

Jforum
ServiceCutter 4.7% 11.9% 6.7%

Topic modelling based 44.1% 45.2% 44.6%
MicroMiner 54% 76.1% 63.1%

TABLE 8 Comparison results of microservices identification approaches

Table 9 shows the number of duplicated services. We noticed that this number is not large because we selected
a relatively small fuzziness parameter.

System Compiere FXML-POS PetClinic Jforum

# duplicated services 22 5 4 12
TABLE 9 Duplicated services per system

| Qualitative Evaluation

To evaluate the quality of the identified microservices, we conducted a metrics-based and a content-based evaluation.

A- Metric-based Evaluation
Table 10 shows the values of the microservice quality metrics obtained across the four systems.

IFN quantifies the interfaces that exposed by a given microservice, i.e., any class that exposes functionality as an
endpoint. Hence, a smaller IFN represents a higher likelihood of a service having a single responsibility. The median
is almost three in our case. Although our IFN values are relatively low, they are not optimal (I F N = 1) because the
legacy systems are improperly designed. For example, in FXML-POS, we found ProductController, ProductAddController,
and ProductEditController that should have been merged into a single class.

CHM represents message-level cohesiveness. It has a mean around 0.7, which is a positive statement regarding
the independence of microservices.

CHD quantifies the cohesion at the domain level. It has a mean around 0.7, which indicates that the generated
microservices respect the bounded-context principle, thanks to the semantic analysis in our process. For Compiere,
the value is low because the elements of the system are poorly named.

SMQ and CMQ represent the modularity of the microservices. We mainly calculate the differences between co-
hesion and coupling and the values are bound between -1 and 1. MicroMiner exhibit distinctively positive differences
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from the cohesion to coupling across all systems and medians values are roughly around 0.07 and 0.05 respectively.
We therefore conclude that the generatedmicroservices have a goodmodularity: they are loosely coupled and strongly
cohesive.

Legacy system Approach IFN CHM CHD SMQ CMQ

Compiere
ServiceCutter 4.1 0.23 0.21 -0.17 -0.21

Topic modelling based 2.1 0.46 0.54 -0.02 0.01
MicroMiner 3.4 0.73 0.53 0.11 0.09

FXML-POS
ServiceCutter 2.9 0.54 0.33 -0.12 0.01

Topic modelling based 2.3 0.47 0.65 -0.03 0.03
MicroMiner 2.5 0.69 0.79 0.09 0.05

PetClinic
ServiceCutter 2.3 0.42 0.53 0.02 -0.03

Topic modelling based 2.1 0.43 0.67 0.03 0.02
MicroMiner 1.9 0.75 0.78 0.05 0.03

Jforum
ServiceCutter 4.7% 11.9% 6.7% 21.7% 8.1%

Topic modelling based 44.1% 45.2% 44.6% 21.7% 8.1%
MicroMiner 2.8 0.67 0.66 0.O4 0.O5

TABLE 10 Overview of the generated microservices quality

B- Content-based Evaluation
For the content-based evaluation, we detail the results of applying MicroMiner on FXML-POS to identify relevant
microservices in the system. We take the example of sales and supplier management in FXML-POS. We qualitatively
study the microservices related to these business functionalities while we detail how MicroMiner helps practitioners
to identify such microservices.

The initial classification step of our approach predicts the layer to which each class in the system belongs (i.e.,
Utility, Entity, or Application). Based on this classification, we apply the Louvain community detection algorithm on
each layer to identify the clusters that correspond to the typed services. Finally, based on the Application services,
we perform a vertical clustering over the layers to merge Utility, Entity, and Application services that belong to the
same domain to form microservices.

First, we divide the system into three layers (Utility, Entity, and Application service layers). In the Utility layer,
we have some cross-cutting functionalities, like printing, logging, and Hibernate-related functionalities. In the Entity
layer, we find the DAO classes that support CRUD actions on the data and the models that represent the data: classes
SaleDAO, SupplierDAO, SaleModel, and SupplierModel. In the Application layer, we find the classes that provide func-
tionalities related to supplier and sales management. Second, we perform a clustering to create the services in each
layer and to get the types of these services. Third, we choose the Sales and Vendors Application services as central
components of two microservices and perform a fuzzy clustering to create the microservices. Finally, we obtain two
microservices: the first is related to sales management, which comprises the Serialisation Utility service, Sales entity
service, and Sales application service. The second microservice is composed of Hibernating Utility service, Vendor
entity service, and Vendor application service.

Thus, we could identify with MicroMiner architecturally-relevant microservices in the different systems. We be-
lieve that our approach can assist practitioners in identifying candidate microservices because it relies only on the
static analysis of the system source code to migrate and automate the microservices identification process with ac-
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ceptable precision and recall.

5 | DISCUSSIONS

We will describe in this section the threats to the validity of our approach and the recommendations that we derived
based on our observations.

5.1 | Threats to validity

Internal validity

Our microservice identification approach and its validation depend on several metrics and thresholds that threaten
the internal validity of our results. To mitigate these threats, we used different algorithms and threshold values.

The results of our approach were qualitatively evaluated by the fifth author because of his expertise in developing
microservices. However, we must accept a threat to the validity of this validation because this author participated in
some meetings discussing the work in general and the approach in particular. Therefore, this author is not entirely
independent and could have been biased. Yet, we accept this threat because (1) he is an expert at developing and
studying microservices and (2) finding an expert who is willing to validate our approach on different systems is diffi-
cult. Besides, we provide all results and validation for others to verify the validation or perform it again independently.
Finally, we mitigate this validation bias by (1) comparing our results with two state-of-the-art microservices identifi-
cation approaches and (2) relying on qualitative metrics to further evaluate the quality of the identified microservices.

Construct validity

The quality of the legacy source code may have an impact on the results of the microservices identification. Legacy
monolithic systems may embed some poor design practices that may limit the accuracy of static-based microservice
identification approaches. To mitigate this threat, we rely on the analysis of both static and semantic relationships
between the system’s elements on different levels (in the class level and service level).

We relied on the generation of ground truths to validate quantitatively the microservices identified by our ap-
proach. Two independently PhD students extensively analysed the systems to obtain two sets of ground-truths: the
first set was related to the services and their types, while the second set was for the microservices. The generated
ground-truths by both students were very similar. They reconciled the differences between the generated ground-
truths through discussions and end-up with common ground-truths used to validate our microservices identification
approach. We are aware that there is no single “correct”microservice-based version of the analysed legacy systems. To
reduce the bias, we may ask the projects’ owners or software developers to provide the ground-truths. However, get-
ting in touch with such experts is challenging. Furthermore, producing an accurate ground-truth microservice based
architecture for a monolithic system is an arduous and time-consuming task. We do not expect that the projects’
owners or software developers will accept to take considerable time away from their daily obligations to build the
ground-truths on our behalf. However, we do not exclude such tasks and will try to involve software developers in
our experiments as future work.
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External validity
In order for the classification model to classify accurately, there must be a similar distribution of data on which the
model makes predictions as the data on which the model was trained. The classification model in the class typing
phase was trained using only four legacy systems; hence our results could not be generalised. A small portion of the
labelled classes is requested to adapt the already trained model to mitigate this threat. Finally, the generalisation of
our training could be enhanced if we label and analyse a large set of monolithic systems. However, building such a
dataset is challenging as we have to (1) select hundreds of systems pertaining to different domains and relying on
different architectures, (2) analyse and review the source code of these systems, and (3) manually classify each of the
classes inside the selected systems. Considering all these challenges, we aim as future work to train the ML classifier
using a large set of monolithic systems and then use the trained ML model to predict the classes of new monolithic
systems.

5.2 | Discussion and Recommendations

In the first phase of our approach, the use of the ML classifier may not be necessary when the different types of
classes in the system are well packaged into their respective source files. However, our target in this paper is legacy
monolithic systems to be migrated to microservices. These legacy systems generally embed several poor design
problems and packaging issues that may hinder their maintenance. For instance, different types of classes are not
necessarily packaged into their respective source files. This is the case of Compiere, for example, where we found
different classes pertaining to different types in some packages. Also, when the system is too large and complex, it
is not easy to manually check if each class in the system is correctly packaged according to its type. To deal with all
these challenges and to make the approach more generalisable, we rely on our ML classifier to detect the types of the
classes that will be then mapped to their corresponding typed services.

We believe that our approach is useful for both researchers and practitioners involved in migrating legacy sys-
tems to a microservices architecture because (1) we automate one of the most labor-intensive steps in migrating
such systems, which is the identification of microservices, (2) our approach yields architecturally meaningful candi-
date microservices that satisfy two main principles of MSA: loose coupling and single responsibility per microservice,
(3) our approach offers the possibility to balance static and semantic weight according to their importance and the
code naming quality of the legacy system, and (4) our approach can be applied to systems of different programming
languages, thanks to the use of language-independent techniques in the different steps, such as CodeBERT which
supports various languages. Finally, we recommend converting utility services into libraries (jar for java, DLL for .Net
languages, etc.). This could reduce the size of the source code files, minimise class redundancy and allow them to be
accessible to external systems. Furthermore, as we have opted for fuzzy clustering, meaning that certain classes can
occur in several microservices, we recommend performing a code slicing step at the end, to refine the microservices
and get rid of dead codes that are never used/reached in the microservice.

6 | CONCLUSION

We presented MicroMiner, a type-based approach for identifying microservices in monolithic software systems. Mi-
croMiner is guided by a taxonomy of service types, which are predicted using ML classification models. It uses the
source code of the systems, from which it extracts static relationships between components. It also performs a se-
mantic analysis of the source code to obtain the semantic similarities among components to ensure a single bounded
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context per microservice.

We evaluated MicroMiner on four real-world legacy monolithic software systems and compared its results with
ground-truths built independently. We showed that, on average, MicroMiner identifies architecturally-relevant and
significant microservices with 68.15% precision, 77% recall, and 72.1% F-measure. Thus, we showed thatMicroMiner
could help practitioners identify candidate microservices in their monolithic software systems.

As future work, we aim to consider more legacy systems to validate the approach. This will also increase the
automation degree of the approach by (1) enhancing the training of the classifier, and (2) avoiding the manual labelling
of some classes of each system to analyse. We aim to investigate as well database decomposition (when available),
to enhance the identification accuracy of the microservices. We also aim to perform a qualitative validation of the
identified microservices with developers to fully assess the reliability of the approach. We aim to study the quality of
the identified microservices and use another clustering method in the approach guided by microservices patterns.

Data availability statement

The data that support the findings of this study are openly available inMicroMiner data driver folder at https://drive.
google.com/drive/folders/1TQaS8etLr-32d0RXwC1Le-IOMVaDBcSS?usp=sharing. We also include our approach
implementation in the same folder.
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