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ABSTRACT  
It is difficult for large research facilities to quantify a return on the 
investments that fund their operations. This is because there can 
be a time lag of years or decades between an innovation or 
discovery and the realization of its value through practical 
application. This report presents a three-part methodology that 
attempts to assess the value of federal investment in XSEDE: 1) a 
qualitative examination of the areas where XSEDE adds value to 
the activities of the open research community, 2) a “thought 
model” examining the cost avoidance realized by the National 
Science Foundation (NSF) through the centralization and 
coordination XSEDE provides, and 3) an assessment of the value 
XSEDE provides to Service Providers in the XD ecosystem. 
XSEDE adds significantly to the US research community because 
it functions as a unified interface to the XD ecosystem and 
because of its scale. A partly quantitative, partly qualitative 
analysis suggests the Return on Investment of NSF spending on 
XSEDE is greater than 1.0, indicating that the aggregate value 
received by the nation from XSEDE is greater than the cost of 
direct federal investment in XSEDE. 
Categories and Subject Descriptors 
C.5 [Computer System Implementation]; J. [Computer 
Applications]; K.6 [Management of Computing and Information 
Systems]. 
General Terms 
Management, Measurement, Design, Economics, Reliability 
Keywords 
XSEDE; Return on Investment; ROI; Value added, cost 
avoidance; advanced cyberinfrastructure 

1. INTRODUCTION 
Does the current structure of national cyberinfrastructure (CI) 
funded by the National Science Foundation, with XSEDE and 
multiple CI service providers, make sense? Is this structure 
fiscally efficient? And how did we end up with this structure 
anyway? A quick historical answer to the last question helps 
create a foundation for addressing the first two questions. 

The National Science Foundation (NSF) has implemented a 
variety of approaches to the organization and delivery of what we 
now call advanced cyberinfrastructure services [1]. Starting in the 
1980s the NSF funded operations of five distinct supercomputer 
centers. In 1997, NSF established the PACI (Partnerships for 
Advanced Computational Infrastructure) program. Under PACI it 
funded two large collaborative groups, one led by the National 
Center for Supercomputer Applications (NCSA) and the other led 
by the San Diego Supercomputer Center (SDSC). In 2001 the 
NSF refocused its support for national CI facilities based on a grid 
approach with four sites included in the resulting grid facility: 
NCSA, University of Chicago/Argonne, SDSC, and the California 
Institute of Technology. This was the start of TeraGrid. The NSF 
later funded a large system at Pittsburgh, then added it into 
TeraGrid, creating a heterogeneous grid environment and began 
using the term “cyberinfrastructure” (CI) to describe the national 
advanced information technology resources it funded in support of 
open science and engineering research [2,3]. TeraGrid was later 
expanded by incorporation of resources at the University of 
Texas, Purdue University, Indiana University, and the University 
of Tennessee. From 2004 to 2011 TeraGrid was the dominant 
organizing structure for NSF-funded advanced CI. During most of 
its operational phases TeraGrid consisted of multiple independent 
awards to a group of centers then called Resource Providers (who 
delivered the computational, storage, and visualization facilities 
within TeraGrid) and one award for a coordinating function (the 
Grid Integration Group) led by the University of Chicago [4]. 
Resource Providers were not obligated to adhere to standards set 
by the Grid Integration Group. Decisions made on a TeraGrid-
wide basis thus required unanimous agreement of as many as 
seven Principal Investigators. The impact of “veto by a minority” 
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was that fewer services were offered consistently across TeraGrid 
than otherwise might have been. 

In 2008 the NSF introduced a new structure under the newly 
named XD (eXtreme Digital) solicitation [5]. Two grant awards 
were executed under this solicitation for implementation of 
XSEDE — the eXtreme Science and Engineering Discovery 
Environment — with NCSA as the lead organization and John 
Towns as Principal Investigator (PI) [6-8]. A related grant for 
audit of XSEDE activities was awarded to SUNY Buffalo with 
Thomas Furlani as PI [9]. The XSEDE award initially included 16 
funded partner institutions. 

In 2011 XSEDE became the central coordinating entity organizing 
the delivery and support of NSF-funded advanced CI services for 
the nation via the XD program. The NSF charged XSEDE with 
setting standards and developing formal mechanisms for 
integration of the computational, storage, visualization, and 
consulting services allocated via XSEDE. The entities that deliver 
such services have been called Service Providers since 2011. This 
led to creation of the Service Provider (SP) Forum, which defines 
a Service Provider [10] as: 

Service Providers are independently funded projects or 
organizations that provide cyberinfrastructure (CI) services to 
the science and engineering community. 

The SP Forum includes but is not limited to entities that provide 
advanced CI services and has an organizational structure clearly 
defined in a charter document [10]. SP Forum members have a 
role in XSEDE governance. The SP Forum Charter and a 
companion document describe how SPs request membership in 
the XSEDE Federation [11], a subset of the SP Forum. This 
document defines three Levels of XSEDE SPs. Level 1 SPs are 
most tightly linked to XSEDE standards and services. SPs funded 
by the NSF through the High Performance Supercomputer 
Acquisition solicitations are required to integrate with the XSEDE 
architecture. The most recent such solicitation [12] states: 

The resource acquired will become integrated into the XD 
program. Within this context, describe which elements of the 
proposed resource will be integrated into XD via XSEDE and 
what steps such integration will require. This description 
should be based on the current XSEDE architecture. 

The SPs funded through the NSF High Performance 
Supercomputer Acquisition solicitations are generally categorized 
as Level 1 SPs – those that integrate and comply most closely 
with XSEDE-specified architecture and standards. XSEDE and 
the SP Forum also define Level 2 and Level 3 XSEDE SP 
characteristics. Level 2 SPs may have some resources allocated 
via the XSEDE allocations process and adhere to some (but 
generally not all) of the XSEDE standards. Level 3 SPs don’t 
necessarily offer resources via the XSEDE allocations process and 
have minimal requirements, but do at least publish via XSEDE 
information about their service offerings. Level 2 SPs may for 
example be funded via NSF Major Research Infrastructure awards 
to implement a system that provides resources to a local 
community and the national research community [13]. Level 3 
SPs typically do not provide XSEDE-allocated CI resources but 
publicize services and the nature of the communities they serve 
via XSEDE information dissemination mechanisms. The SP 
Forum Charter also allows for SPs to be members but have no 
affiliation with XSEDE. 

The XSEDE governance model provides a clear decision-making 
hierarchy, including formal roles for the XSEDE PI and Co-PIs 
and the SPs that are members of the XSEDE Federation. An in-

depth description of XSEDE and its governance model is 
available at [10]. 

Over the course of roughly 30 years the NSF-funded resources 
delivering what we now term advanced CI have moved from a 
model of multiple independent centers serving the national 
research community to a model of a single central organizing, 
supporting entity (XSEDE) and multiple independent awards to 
SPs, which integrate with XSEDE standards. The mission of NSF-
funded advanced computing facilities has also changed. In the 
1980s the supercomputer center program was intended to act as a 
“time machine” to provide a small group of researchers with 
access to extreme-scale computing capabilities that would not be 
available for several years in the future [14]. Today, the mission 
for NSF advanced CI facilities has expanded to serve several 
thousands of researchers and research students, enabling cutting-
edge research in many areas of study, accelerating research and 
helping to develop a technically savvy and diverse 21st-century 
workforce. 

This is the historical answer to the question of how we arrived at 
the current structure of XSEDE and multiple SPs. Part of the 
structure of NSF-funded advanced CI services was specified by 
the NSF. Other aspects, such as the current structure of the SP 
Forum, were organized by leaders within the SP community and 
XSEDE leadership. This suite of services is funded by multiple 
awards from the NSF, along with facilities contributions by 
awardees and in some cases additional funding from other federal 
or state agencies. In this paper we use the term XD ecosystem to 
refer to XSEDE itself and the SP members of the XSEDE 
Federation designated as XSEDE Level 1, 2, or 3 SPs. The XD 
ecosystem provides computational, data analysis, visualization, 
and consulting and programming services that support many 
researchers with a wide variety of needs and interests. 

The NSF budget for the XD ecosystem in recent years has 
averaged more than $50M per year, including XSEDE-related 
activities, new system acquisition, and system operation and 
maintenance. XSEDE-related awards include more than $26M 
annually for three awards: XSEDE- $23.6M [6], the XSEDE 
evaluation service - $1.5M [7], and the Technology Insertion 
Service - $1.6M [9]. Solicitations for investments in major 
systems (the “High Performance Computing System Acquisition” 
solicitations) are typically issued annually by the NSF and over 
the past few years have ranged from $30M [15] to $12M [16]. 
Total annual awards average at least $15M. Annual operations 
and maintenance typically comprise at least 20% of each system’s 
acquisition cost, and each system is typically operated for four 
years. The assumption that in any year there are systems in 
operation resulting from four annual cycles of acquisitions implies 
that annual expenditures in operation and maintenance of major 
systems operated with NSF funding at SPs is at least an annual 
$12M. In other words, NSF’s annual investment in the XD 
ecosystem is more than $50M a year. (This figure is consistent 
with the NSF FY2014 budget request summary available at [16].) 
This is a significant investment. 

The question with which we started this report — “Does the 
current structure of national cyberinfrastructure (CI) funded by the 
National Science Foundation, with XSEDE and multiple CI 
service providers, make sense?” — is a lot to grapple with. The 
following questions are more tractable: “Are the XSEDE 
organization and services a cost-effective way to deliver CI 
services to the US open research community? Is the money 
invested in XSEDE well spent?” Answering these two questions 
well is our goal in this report. 



We attempt to analyze the value and financial efficiency of the 
organization of XSEDE and SPs, using these four business 
concepts [17]: 

• Value Added, defined as “an activity that increases the worth of 
the product or services to the customer…” 

• Committed fixed costs, defined as “a cost related to either the 
long-term investment in plant and equipment of a business or 
the organizational personnel who are deemed essential….” 

• Cost avoidance, defined as “the practice of finding acceptable 
alternatives … and/or not spending money for unnecessary 
goods or services.” This is measured as the cost difference 
between doing something one way vs. a hypothetical other way. 

• Return On Investment (ROI): “a ratio that relates income 
generated … to the resources (or asset base) used to produce 
that income,” calculated typically as “income or some other 
measure of return on investment.” Values greater than 1.0 
indicate that return is greater than investment. 

Objectively estimating value of a national investment in research 
or its support is difficult. In science and engineering the 
identification of a return on an investment may take decades. For 
example, Peter Higgs proposed what was later named the Higgs 
Boson in 1964, but was not awarded a Nobel Prize for this major 
scientific advance until 2013.  

Analyzing return on investment in cyberinfrastructure is 
particularly difficult because advances enabled by use of 
advanced CI may come only after years or decades, and may often 
result from many contributing factors, of which advanced CI is 
just one. An SC14 conference panel discussed ROI for 
supercomputing and outlined types of value and ROI [18], but no 
panelist presented actual calculations. Work by Apon et al. 
suggests that institutional investment in high performance 
computing yields increased federal grant funding and publications 
[19,20]. Apon’s analysis is correlative and intriguing, but it does 
not determine whether the overall return is greater than the 
investment cost. Two prior reports [21,22] contain dozens of 
examples of advanced CI adding value to health, science, and 
quality of life, and benefiting industry and business. One 
presumes large businesses don’t invest in supercomputers without 
a positive ROI. However, the details of such analyses are of a 
competitive nature and not publicly released. In these two reports 
combined there are few quantitative financial statements. Among 
them is this from Alcoa in the 1980s: “[T]o develop a new can 
design in the laboratory costs about $100,000 compared to about 
$2,000 with computer modeling.” ROI for a given project may 
seem high, but such analyses do not offer comprehensive 
assessments of the overall ROI in the facilities that enabled the 
discoveries. 

Figures 1 and 2 below are schematic representations of two 
approaches to the organization of federally funded national CI. 
Figure 1 shows individual users interacting independently with 
multiple national centers. In this model, it may not be clear to a 
given end user which national CI center provides the most 
appropriate resources. National centers may even compete for 
users in ways that reflect a mix of the best interests of the users 
and the national centers, rather than just the best interests of the 
users. Figure 2 shows XSEDE serving as a single interface 
between the national user community and multiple centers. In this 
paper we analyze the value added that derives from XSEDE as a 
single interface for the national research community and estimate 
cost avoidance from XSEDE providing essential support services 
for that community vs. multiple independent national centers. For 
the latter we compare committed fixed costs for XSEDE essential 

core functions and models of two or four independent national CI 
centers. We also calculate an overall ROI for essential core 
XSEDE functions, based in part on SP valuation of XSEDE 
services. 
 

 
Figure 1. User view of a hypothetical model of four 
independent national CI centers. 
 

 
Figure 2. User view of current NSF-funded XD ecosystem 
 

2. XSEDE VALUE ADDED 
As a national, unified, virtual entity supporting open science and 
engineering R&E, XSEDE creates value because it is a single 
entity. Other benefits derive from the project scale. We group the 
values XSEDE adds into one of two categories, depending on our 
view of the primary source of that value: 

* Value resulting primarily from one entity serving the national 
research community, usable as a common national resource, and 
providing unified standards with which other projects can align. 
*  Value that results primarily from the scale of XSEDE. 

2.1 Value derived from XSEDE centralization 
Multiple benefits derive from XSEDE’s being one entity serving 
the national user community. The list of such benefits below 
moves from values largely internal to XD ecosystem organization 
to those benefiting the US user community, then benefits to US 
researchers beyond the XSEDE community: 

Security effectiveness. One unified security team within XSEDE 
has proven highly effective in responding to security incidents as 
compared to TeraGrid. Under TeraGrid, between 2004 and 2011, 
two major security incidents propagated from one center to 
multiple centers. Under XSEDE, while there have been isolated 
breaches at individual SPs, no incidents have propagated from one 
SP to another. This is largely thanks to XSEDE’s coordinated 
approach to security. The potential cost of a security breach 
spanning multiple computational and data storage systems that are 
among the most powerful in the US could be very large. 

Disaster resilience. Essential core services are configured by 
XSEDE to provide resilience even in the face of a regional 
disaster, e.g. they are operated in one US geographic region with 
backups in a different region. This includes authentication and 



user interfaces. Failover to secondary services has been successful 
in practice. 

Uniformity and unification of computing environment improves 
user productivity, including allocations and authentication. The 
XD ecosystem has one interface and one central supporting 
organization: XSEDE. A single web interface provides access to 
support and services for the entire XD ecosystem, including a 
unified authentication service. XSEDE help desk support is 
coordinated: Documentation at all sites has a consistent look and 
feel. A unified set of tools for data movement means consistency 
in tools for moving data from SP to SP, or from outside XSEDE 
to within XSEDE and back. The configuration and use of SPs may 
vary, but users experience more uniformity among systems 
overall than during TeraGrid because of the NSF requirement that 
Level 1 SPs (typically the largest systems) align with the essential 
aspects of XSEDE standards. 

XSEDE has a single process for matching researcher needs to CI 
resources in the XD ecosystem and a single allocation process. It 
provides expert help to users in selecting the right resource from 
national XD resources. Each quarter the XSEDE Resource 
Allocation Committee (XRAC) evaluates all allocation requests 
for XD ecosystem resources, selects the most meritorious, and 
awards allocations worth millions of dollars. Its operation is 
consistent with NSF peer-review principles, ensuring NSF 
investments in XD resources are put to the best possible use to 
support the US research community. 

Software optimization and support. XSEDE provides high-quality 
software infrastructure for national service. Its engineering 
process hardens and vets software used as part of the XD 
ecosystem, ensuring high-quality functionality and security of 
such essential software. 
XSEDE also provides significant benefit in support of widely 
used community codes. In a way analogous to the allocation 
process, XSEDE prioritizes and coordinates software support 
efforts on a national scale, coordinating dozens of experts to 
optimize software needed to support the most important and 
innovative research in the national open research community. 
XSEDE provides continuity over time of science and engineering 
domain support as computing architectures change. This support 
is enabled by application experts well versed in particular 
applications and who participate as staff in XSEDE for periods of 
years, optimizing important codes for multiple architectures. 
Improving code substantially is better than buying more hardware 
and shortens researcher time to new insights. Further, XSEDE 
code optimizations are generally released back to the US research 
community as open source. Thus investments in widely used 
community codes improve the effectiveness of the entire national 
CI within and beyond XSEDE. 

National cyberinfrastructure software leadership. XSEDE is an 
entity around which the national CI ecosystem can align. It creates 
a set of interfaces that enables bridging between XSEDE and US 
college and university campuses. This is achieved largely by the 
architecture and set of standards XSEDE created and enables the 
national research community to better leverage other investments 
in campus CI, including federally funded systems located on and 
serving a single campus, state, or region. 

2.2 Value derived from XSEDE’s scale 
A number of benefits derive largely from the fact that XSEDE is a 
large organization with more than 200 individuals funded 
annually in part or in whole to carry out XSEDE functions. These 
benefits derive mainly from the scale of XSEDE, and are listed 

here in order from values largely internal to the XD ecosystem to 
those benefiting the national user community: 

Broader participation among institutions. One of the side effects 
of XSEDE’s scale is it includes many partners, increasing the 
breadth of participation in delivering national CI services. Some 
15% of XSEDE’s budget goes to the 14 institutions outside the 
five institutions represented by the XSEDE PI & Co-PIs. 

International coordination. XSEDE serves as a coordinating point 
for national and international entities engaging and collaborating 
with NSF advanced CI programs, including, for example, PRACE 
[23] and Compute Canada [24]. These discussions include work to 
develop international standards in CI implementation. 
Disciplinary breadth. XSEDE is able to employ a breadth of 
expertise across many diverse disciplines. In some cases, it is 
possible to integrate need across the nation and have a person 
dedicated full time to a domain that would be a small portion of 
the use of any one center, e.g. digital humanities. Because of 
XSEDE’s distributed staffing model it is also possible to obtain a 
fraction of an expert’s time so as to allow coverage of domains 
composed of diverse sub-domains that two or four independent 
centers could not cover. XSEDE’s Novel and Innovative Projects 
(NIP) group provides a single team supporting new and emerging 
needs in the national research community [25]. In the case of NIP 
and software optimization, one collaborating and coordinating 
team, as opposed to two or more competing teams, provides more 
effective use of talent, deeper support, and greater availability, 
and enables innovation integrated at the national level. 

Confidence in continuity. Under the former centers models, it was 
never certain how many centers would be funded and for how 
long. The question for users was often: “Which one will disappear 
next?” SPs may indeed lose funding. And while it is natural to 
expect XSEDE to change over time and to eventually be replaced 
by a successor organization, there is a strong sense that XSEDE 
will not suddenly disappear. This helps staff feel confident in their 
employment (a problem at centers in the past). It also enables 
other scientific projects to depend on XSEDE and the XD 
ecosystem overall. This continuity is less likely with multiple, 
competing national centers and shorter durations of grant awards. 

An effective CI resource for major national science projects. 
Several science projects depend on XSEDE as a resource. XSEDE 
Principal Investigator John Towns has written more than 40 letters 
committing XSEDE assistance to proposals for funding of science 
programs that seek to depend on XSEDE for CI resources. TAIR 
(The Arabidopsis Information Resource) [26] is among those that 
use XD resources in addition to or instead of operating their own 
CI. NCGAS, the National Center for Genome Analysis Support 
[27] is an interesting model, aiding XSEDE and SPs with 
managing and maintaining genome analysis software, while 
assisting researchers in its use. IU operates the large-memory 
cluster Mason in support of NCGAS as an XSEDE Level 2 SP. 
Mason is allocated through XSEDE. Together XSEDE and 
NCGAS provide the CI resources and detailed software expertise 
to serve US biologists doing genome research. NCGAS could not 
do this without XSEDE partnership, and NCGAS provides deep 
expertise in genome analysis complementing XSEDE services. 

Science gateways. Science gateways are “a community-specific 
set of tools, applications, and data collections that are integrated 
together via a portal or a suite of applications” that can “support a 
variety of capabilities including workflows, visualization as well 
as resource discovery and job execution services” [28]. Science 
gateways enable sophisticated and intensive simulations and data 
analyses without requiring computational science expertise. The 



consistency of interfaces to XSEDE resources is particularly 
important in supporting distributed workflows orchestrated by 
science gateways and utilizing multiple XSEDE SP resources. 
XSEDE supports and facilitates development of science gateways 
by providing one national CI environment serving as a 
comprehensive CI foundation on which they operate. The 
importance of science gateways in enabling access to large-scale 
CI resources is demonstrated by a significant first for XSEDE and 
predecessors. As of March 31, 2014, the number of users 
accessing XSEDE-supported resources via science gateways 
surpassed the number using command-line interfaces. 

Training, education, and outreach programs of national scope. 
There is a well-known shortage of people leaving undergraduate 
and graduate programs with strong backgrounds in computational 
science. XSEDE attracts attention and XSEDE training reaches a 
nationwide audience, adding to the national supply of academics 
and professionals entering the workforce with good computational 
skills. The XSEDE portal shows a unified view of all training 
programs available via XSEDE. XSEDE reaches the nation with 
users in all 50 states, the District of Columbia, and US territories. 
XSEDE staff are located in 18 states and the District of Columbia. 
Campus Champions, IT professionals or faculty volunteers who 
are funded by their home institutions, convey information and 
answer questions on XSEDE. There are 247 Campus Champions 
at 189 institutions in 49 states [29]. The annual XSEDE 
conference [30] brings together a national community of scientists 
and computational experts to share expertise and collaborate. 
XSEDE gives all these efforts national impact. 

XSEDE as a technology adoption accelerant. XSEDE’s scale, 
particularly as regards training, education, and outreach, aids the 
adoption of XSEDE and XSEDE-supported software. XSEDE’s 
approach is consistent with the current social-science-based 
understandings of technology adoption [31] that suggest adoption 
is driven by performance expectancy (perceived value), effort 
expectancy (perceived ease of use), social influence, and 
facilitating conditions (including knowledge of a technology and 
the belief that end users will find it accessible). Performance 
expectancy, or perceived value, is likely not dramatically different 
for XSEDE as compared to multiple independent centers. Effort 
expectancy, or perceived ease of use, is crucial in adopting CI and 
central in XSEDE’s approach to training, outreach, education, and 
overall usability, providing users with a more favorable 
impression of usability. Social influence and facilitating 
conditions play an important role in encouraging adoption. 
Because there is just one XSEDE, those who ought to be making 
use of NSF-funded CI may more readily do so because they hear a 
consistent message about it from their colleagues.  

3. COST AVOIDANCE 
Is XSEDE a fiscally efficient way to use taxpayer money to 
enhance US global competitiveness and enable discoveries that 
improve quality of life and enhance understanding and 
appreciation of our universe? XSEDE’s budget can be seen as 
having two major components: essential core supporting and 
organizing functions (~$16M), and consulting and programming 
activities that contribute to the “value added” of XSEDE (~$7M). 
We can calculate some measures of financial effectiveness in 
terms of the essential core functions that any national CI center 
must provide using the accounting concept of cost avoidance. 
We created a “thought model” comparing the cost of one national 
integrating core service (XSEDE) with the committed fixed-cost 

minimum for a hypothetical two-center and four-center model. 
First, we calculated committed fixed costs of the essential core 
functions of a national CI center. For example, there has to be at 
least one person to manage user accounts. It takes a minimum of 
five people (assuming a maximum 40-hour week) to provide 7 x 
24 operational support. In multiple discussions at XSEDE 
meetings and in conversations with CI experts, we arrived at 
staffing levels for essential core functions for any national 
cyberinfrastructure service center. We used the $200,000 per-year 
cost of a “canonical staff member” used in setting XSEDE 
budgets (covering salary, benefits, travel, and facilities and 
administration costs) to approximate the cost of a high-
performance computing expert including salary (less than half the 
total cost), benefits, facilities & administration costs associated 
with grant awards, travel, and computer equipment. We used a 
lower figure of $125,000 for some functions such as 7 x 24 
operational support. Table 1 on the next page shows the minimum 
fixed costs per national CI center. Table 2 shows XSEDE’s actual 
annual investments in these functions. We assumed that staffing 
for these functions scales with the number of centers except 
parallel computing support. We estimated that 24 FTEs (Full 
Time Equivalents) are needed for parallel computing support for 
the US research community regardless of number of centers. 
We calculated cost avoidance figures for XSEDE, comparing 
XSEDE expenditures for essential core functions with the 
thought-model costs for essential functions of a national model of 
two or four national centers. Cost avoidance was calculated as 

Cost avoidance = n x (minimum fixed cost of a national CI 
center other than parallel computing support) + cost of 24 
parallel computing support experts – actual XSEDE 
expenditures on essential core functions (which includes 24 
parallel computing support experts) 

where n = 2 or 4. This equation is lengthy in order to emphasize 
that the cost avoidance calculations are independent of the number 
of individuals it takes to provide parallel computing support for 
the national research community, as long as our assumption is 
correct that the number of such individuals scales with the size of 
the research community rather than the number of centers. These 
values for n echo the past in some ways as the PACI program of 
the 1990s involved two major grant awardees, and four centers 
operated during most of the NSF supercomputer center program 
of the 1980s and early 1990s. As of the writing of this analysis 
there were four SPs operating large advanced CI systems as part 
of the XD ecosystem.  

We calculated $18,418,250 per year as the cost avoidance 
attributable to XSEDE as compared to four independent national 
advanced CI centers, and $3,428,250 per year as the cost 
avoidance attributable to XSEDE as compared to two independent 
centers. In delivering the essential core functions of a national 
advanced CI center, XSEDE seems more cost effective than two 
or four independent national CI centers for delivering essential 
services. This analysis considers only the functions XSEDE is 
charged and funded to deliver through the NSF grant awards and 
does not consider management and operations budgets of 
individual SPs. While this is simply one approach to comparing 
financial efficiencies, to a first order this analysis suggests 
XSEDE is financially efficient in delivering services to the 
national research community. 
 



Table 1. Minimum fixed costs per national 
cyberinfrastructure center. 

 Table 2. Actual annual costs for XSEDE essential core 
functions – using PY3 budget (FY2014). 

Activity FTEs FTE Costs Non-FTE 
Costs  

 
Activity FTEs FTE Costs  Non-FTE 

Costs 

Allocations 2.0 $400,000 $100,000  Allocations 2.25 $450,000 $100,000 

Account Management 2.0 $400,000   Account Management 2.50 $500,000  

Authentication 
Services 

3.0 $600,000   Authentication 
Services 

4.30 $860,000  

24 x 7 Operations  5.0 $625,000   24 x 7 Operations 5.0 $625,000  

Ticket Support 1.5 $187,500   Ticket Support 2.0 $250,500  

User Survey 0.5 $62,500   User Survey 1.25 $156,250  

Leadership 3.0 $600,000   Leadership 5.0 $1,000,000  

Project Managers and 
Financial Functions 

2.0 $400,000 $30,000  Project Managers and 
Financial Functions 

1.50 $30,000 $30,000 

User Information 
Services 

3.0 $600,000 $20,000  User Information 
Services 

5.0 $1,200,000 $20,000 

Training 2.0 $400,000   Training 6.5 $1,300,000  

Education 3.0 $600,000   Education 4.5 $900,000  

Outreach 1.0 $200,000   Outreach 3.0 $600,000  

Network 1.0 $200,000 $250,000  Network 3.5 $700,000 $250,000 

Central Services (web 
portal, etc.) 

5.0 $1,000,000 $20,000  Central Services (web 
portal, etc.) 

5.0 $1,000,000 $20,000 

Systems Engineering 
and Deployment 

5.0 $1,000,000   Systems Engineering 
and Deployment 

7.0 $1,400,000  

Parallel Computing 
Support 

24.0 $4,800,000   Parallel Computing 
Support 

24.0 $4,800,000  

ANNUAL TOTALS 63.0 $12,245,000 
 

ANNUAL TOTALS 82.3 $16,191,750 

 

4. VALUE TO SERVICE PROVIDERS 
XSEDE delivers services directly to two sorts of entities: SPs 
and end users. The cost avoidance analysis did not include 
consideration of SP operations and management budgets. 
However, we assessed XSEDE’s value to SPs by asking Level 1 
and Level 2 SPs with resources allocated through XSEDE to 
estimate how many FTEs (Full Time Equivalents) it would take 
to offer the same service level they judge it to receive from 
XSEDE, rounded to the nearest 0.25 FTE. We allowed negative 
values (something XSEDE does creates work for an SP and is a 
net negative in terms of the operational activities of an SP) and 
zero (either the SP judges the service to be without value, or the 
SP could offer it at zero incremental cost). We requested these 
values per organization (e.g. the Texas Advanced Computing 
Center) not per resource (e.g. Stampede vs. Ranch). 

As of January 2015 four organizations offered Level 1 XSEDE 
SP resources: the National Institute for Computational Sciences, 
Pittsburgh Supercomputing Center, San Diego Supercomputer 
Center, and Texas Advanced Computing Center. Based on their 
responses the aggregate value of XSEDE to these SPs, 
calculated using the $200,000-per-year cost of a canonical 
XSEDE FTE, is $10,546,250 per year. Level 2 SPs are less 
tightly tied to XSEDE, and in several cases represent services 
and systems allocated through XSEDE but not funded directly  

 
through the NSF XD program. Among Level 2 SPs are 
institutions with Major Research Infrastructure awards that offer 
allocations on those systems through the XSEDE allocation 
process. Three Level 2 SPs responded to our request for 
information (not all current Level 2 SPs). Based on their 
responses the total value of XSEDE services to them, calculated 
using the $200,000-per-year cost of a canonical XSEDE FTE, is 
$1,111,250. Level 2 SP comments also give anecdotal evidence 
of XSEDE value: 

• “There seems to be incrementally more administrative 
work needed to support XSEDE than if we didn't. But those 
negatives get offset by values that aren't quantified.” 

• “We don’t have the resources to explore software 
improvements, so see XSEDE’s efforts as helping make 
sure we have efficient code to deploy.” 

• “We would not be able to offer our resource as a national 
resource without XSEDE.”  

The total benefit of XSEDE to seven SPs that responded to the 
survey (four Level 1 SPs, three Level 2 SPs) came to 
$11,657,500 per year. This is a good bit lower than the 
$18,418,250 we calculated as a cost avoidance value for 
XSEDE. There are two reasons for this. First, the cost avoidance 
measurement takes into consideration benefits to end users and 
SPs; the $11M figure reflects only value to SPs. Also, there 



were differences between SPs and the cost basis we used for the 
minimal fixed cost of a national CI center. For example, the 
single biggest difference between the SP-assessed value and the 
source of cost avoidance in the thought model is in the value 
assigned to XSEDE 7 x 24 operations. This was viewed as much 
less important by SPs than the value indicated in calculations 
based on the thought model would suggest. XSEDE leadership 
is considering this and other SP survey data in future planning. 

5. ROI – GREATER THAN 1.0 OR NOT? 
We do not have enough information to calculate ROI on NSF 
XSEDE expenditures overall. It is impossible to calculate a 
financial return on value-added aspects of XSEDE from the 
results measureable in the few years of XSEDE’s existence 
because so many benefits will be realized in years to come as 
innovations enabled by XSEDE result in new consumer products 
and contribute to improved national quality of life. Qualitatively 
we can tally XSEDE value added with analyses and anecdotes as 
in Section 2.0. The $7.6M difference between investment in 
essential core functions and XSEDE’s annual budget (using PY3 
figures) represents XSEDE’s direct investment in value-added 
activities. One singular accomplishment might well cost justify 
the entire XSEDE enterprise. For example, with help from the 
XSEDE NIP program, Mao Ye (U. Illinois College of Business) 
and collaborators used XSEDE resources to show that 
automated high-speed trading can distort stock markets [32]. 
They found 20% of NASDAQ trades are done automatically in 
“odd lots” not previously reportable to the moment-by-moment 
ticker tape. This find results in a change in NASDAQ and New 
York Stock Exchange rules. Now all trades are reportable and 
visible each moment, reducing chances of a stock market crash 
created by automated trading. The value of averting one such 
crash could cost justify XSEDE’s total budget. 

As to the budget for essential core services, we can make some 
qualitative assessment on whether ROI is greater than 1.0. From 
data on the perceived value of XSEDE essential core services 
we can calculate a partial ROI and break down the value of these 
as value delivered to SPs and to end users. The total SP-assessed 
value of XSEDE was $11,657,500. XSEDE is by design focused 
on service to individual users and had well more than 10,000 as 
of the end of PY3 – 30 June 2014. The difference between total 
investment in essential core services and the value of those 
services to SPs as assessed by SPs is $4,604,250. For ROI on 
XSEDE essential core services to fail to exceed 1.0, the average 
value of these services to end users would have to be below 
$460 per year. It seems most unlikely that the real value to end 
users is lower than that, which implies that the ROI on XSEDE 
core services is in fact over 1.0. 

6. DISCUSSION AND CONCLUSIONS 
XSEDE’s value proposition is that XSEDE, as a single 
coordinating entity, enables services that would not accrue with 
multiple, independent national CI centers, and delivers them 
more cost-effectively than would those centers. 
The cost-avoidance thought model suggests in the essential core 
functions of operating an advanced CI center, XSEDE achieves 
significant cost avoidance as compared to a model of multiple 
independent national CI centers. Quantitative and qualitative 
arguments together suggest the return on investment in XSEDE 
for the nation is greater than 1.0 (i.e. the value it delivers to the 
nation exceeds the cost of federal investment). 
To answer our first question, “Are XSEDE organization and 
services a cost-effective way to deliver CI services to the US 

open research community?” we say, “Based on the best 
available data, XSEDE seems more cost effective than an 
alternate model of multiple independent national 
cyberinfrastructure service centers.” To our second question, “Is 
the money invested in XSEDE well spent?” we can say, “Based 
on best data, yes, as ROI is greater than 1.0.” 
As far as we know, this is the first published ROI analysis for an 
entire CI enterprise. This analysis has imperfections but we hope 
it is a useful analysis of XSEDE and a starting point for further 
analysis of the value of US federal investment in CI. We plan to 
continue this analysis again next year, including analyses of SP 
budgets and taking into account user estimates of the value to 
them of XSEDE and the XD ecosystem. 
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