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The analysis of process and equipment operational data in chemical engineering regularly requires a high level of expert

knowledge. This work presents a Machine Learning-based approach to evaluate and interpret process data to support

robust operation of a thermosiphon reboiler. By applying an outlier detection, potentially interesting and unstable operat-

ing conditions can be identified quickly. A multidimensional regression allows to forecast the circulating mass flow. The

results obtained fit well into the current state of research and manual evaluation of thermosiphon reboilers.
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1 Introduction

Experimental data contain substantial information to be
used for the development and optimization of processes
and apparatuses. The analysis of experimental data involves
knowledge of the physical principles and the processes
under consideration. Additionally, a high amount of empiri-
cal knowledge is relied upon. In the case of high-dimension-
al process data, it can be challenging to identify cause-effect
relationships, which results in labor-intensive data evalua-
tion. Correlations are often determined using spreadsheet
programs or numerical calculation programs, identifying
the most relevant parameters. In many cases, the evaluation
and interpretation of data can be accelerated if artificial in-
telligence and data science methods are used [1, 2]. This
work shows how data science and machine learning (ML)
can assist in the evaluation of data and how these results
compare to existing process knowledge.

For this purpose, historical measurement data of a ther-
mosiphon reboiler (TR) were examined. TRs are a type of
evaporator often used to evaporate thermally insensitive,
low-viscosity mixtures [3]. TRs are characterized by low-
maintenance and low-cost operation with simultaneously
high heat transfer, low fouling tendency, and short residence
times [4]. However, various types of instability can occur
[5]. These instabilities are manifested by fluctuations in the
induced circulating mass flow and can arise due to the com-
plex coupling of fluid dynamics and heat transfer. In terms
of mathematical modelling, this is reflected by the physical
equations for fluid dynamics and heat transfer which can
have multiple solutions or by dynamic feedback effects
[6–9]. The instabilities reduce the efficiency of TR and can
lead to safety-critical situations and operational failure.
They can be counteracted by selecting suitable operating

conditions. However, this limits the permissible operating
window.

The detection, identification, and prediction of these un-
stable areas are therefore essential for the design and opera-
tion of TR and can enlarge the operating window. Various
authors have investigated the occurrence of unstable areas
and identified stable operating conditions. The results are
usually recorded in the form of stability maps. Therefore,
operational parameters or dimensionless numbers are plot-
ted against each other and stable operating ranges are de-
fined [10, 11].

Operational instabilities depend on process parameters,
such as pressure, subcooling, processed fluids, equipment
design, etc. By using stability maps, the number of parame-
ters considered is reduced to a handful. While this increases
clarity, there is a risk that interdependencies may be misi-
dentified or not recognized at all. ML algorithms allow a
multidimensional analysis of TR and might improve the
identification of instabilities and process control. They are
likely to help avoid instabilities that occur, extending the
operation area, and providing new process insights.

ML refers to data-driven, automated learning methods,
which have been the subject of research since the 1950s but
have received increased attention in recent years due to
better algorithms and higher computing power [12, 13].

Chem. Ing. Tech. 2021, 93, No. 12, 1–12 ª 2021 Wiley-VCH GmbH www.cit-journal.com

–
1David Appelhaus, Yan Lu, Prof. Dr.-Ing. Stephan Scholl, Dr.-Ing.
Katharina Jasch
d.appelhaus@tu-braunschweig.de
TU Braunschweig, Institute for Chemical and Thermal Process
Engineering, Langer Kamp 7, 38106 Braunschweig, Germany.
2Prof. Dr.-Ing. René Schenkendorf
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Especially for the analysis and prediction of high-dimen-
sional data with unknown correlations, ML can be applied
to analyze these data more efficiently. It can support evalu-
ating operational data, improving the understanding of the
underlying processes, making predictions of future operat-
ing conditions, and revealing process states via so-called
soft sensors, which calculate a target variable on the basis of
other measured variables. The latter case has already been
successfully implemented for TRs [14, 15].

Herein, the historical data set of a TR is analyzed using
standard ML algorithms to show the advantages in data
evaluation, identifying possible unstable areas, and predict-
ing future system states.

Sect. 2 introduces the experimental setup of the TR. The
used mathematical methods for analyzing the recorded data
are shown, and the advantages and drawbacks for chemical
engineering processes are illustrated.

Sect. 3 presents and discusses the results of a principal
component analysis (PCA). An outlier detection as an
unsupervised learning procedure is used to identify data of
interest for further analysis while the found results are com-
pared with existing knowledge about TR. The prediction of
the circulation mass flow demonstrates the beneficial use of
ML methods to identify critical values beforehand. This
knowledge can be used to improve process design as well as
equipment operation in the future.

2 Material and Methods

Within this section, the experimental setup of the investi-
gated TR (Sect. 2.1) is illustrated. The used methods for the
ML-based data analysis are described in Sect. 2.2 and
Sect. 2.3. The data were analyzed using Python 3.7.4. The
packages used for the evaluation were SciPy, scikitlearn,
Numpy, and Pandas [16–19]. To extract relevant features
and efficiently roll the data, tsfresh was used [20].

2.1 Experimental Setup

The experiments were carried out in a TR with a vertical
shell and tube heat exchanger made of stainless steel
SS1.4571 (Fig. 1). The reboiler E1 consists of three reboiler
tubes with a geometry of d0 · s · L = 20 · 2 · 1500 mm. The
system is heated up by condensing steam at the shell side.
Then, the bulk flow reaches its local boiling temperature.
The two-phase flow leaves the reboiler into a vapor-liquid
separator D1. The condensed vapor is recirculated to the
phase separator. A detailed description of the experimental
setup is given by Lu et al. [21].

The operation pressure was controlled using vacuum
pump P3. The static liquid head hs* specifies the liquid
level as the ratio of the distance h between the liquid
head in D1 and the inlet of E1 to the length of the re-
boiler tubes LRT:

h*
s ¼

h
LRT

· 100% (1)

Water as well as a water-glycerol mixture with
xGly = 0.33 molGlymolges

–1 were used as process fluids. The
operating range (Tab. 1) was chosen to work at the lower
operating limit. Operating in vacuum with a small driving
temperature difference and a low static liquid head is chal-
lenging for TR as unstable operating behaviors with fluctu-
ating recirculation flows can occur [4]. Thus, a wide range
of operating conditions and characteristic behaviors of TR
were used for the ML analysis. Unstable operation also
exists at high thermal loads, where burnout and dynamic
fluctuations can occur, defining the upper operating limit.
However, within the data examined, this case has not been
the primary subject of investigation.

2.2 Machine Learning Based Data Analysis

2.2.1 Data Preparation

A total of 140 individual experiments were investigated. As
the condensing mass flow measurement was based on
weighing cycles, the average mass flow was determined. A
mass flow averaged over three measured values was calcu-
lated for the periods with a continuous increase in the mea-
sured condensate mass. The condensate in container D2
was pumped back into container D1 at regular intervals. No
mass flow could be determined for this period, so the over-
all mean condensate flow was assumed for these data
points. Furthermore, measured data which have no influ-
ence on the system or represent calculated variables were
not considered.

Measurement data from process engineering plants are
generally available as series of discrete measurement points.
A discrete-time series of an experiment i and a sensor j con-
sisting of m measurements is forming a data series of the
form:

Si;j ¼ si;j t1ð Þ; si;j t2ð Þ; . . . ; si;j tmð Þ
� �T

(2)

It is possible to consider each of the m measuring points
as a feature. However, this leads to a changing number of
features for every experiment and large feature matrices.
Furthermore, by reducing the measuring intervals, the data
volume can theoretically become infinite. For this reason, it
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Table 1. Investigated operating conditions.

Condition

Operating pressure [bar abs] 0.1–0.4

Driving temperature differences between reboiler
inlet and heat side [K]

5–10

Static liquid head [%] 75–120
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is necessary to extract the relevant information. A detailed
list of the extracted features can be found in Tab. 2. The set

of features was chosen because it covers typical statistical
features and at the same time provides partial temporal
information. It was also beneficial compared to extracting
only the means and standard deviations. Furthermore, no
better clustering and outlier detection results were found
for a significantly expanded feature set. Depending on the
application, the set of extracted features can be further opti-
mized based on the individual problem.

In Tab. 2, the respective parameters denote variations of
the extracted features. "None" means that no further specifi-
cations were made. Extracted features whose values were
not quantifiable (not a number or infinite) were removed.
The features were scaled using min-max scaling, as this
scaling method proved advantageous for data visualization
and outlier detection. However, the scaling method might
be adapted for other use-cases.

In process engineering, similar process information is
measured at several points (e.g., temperature) whose values
correlate. The number of relevant features can therefore be
reduced by principal component analysis (PCA). Further-

Chem. Ing. Tech. 2021, 93, No. 12, 1–12 ª 2021 Wiley-VCH GmbH www.cit-journal.com

Figure 1. Experimental setup with a vertical shell and tube heat exchanger (E1), vapour-liquid separator (D1), Coriolis flowmeter (F1)
phase separator (D2) including weighing (A1) and preheating (E4), and vacuum pump (P3).

Table 2. List of extracted features and parameters.

Feature Parameters

sum of values None

Median None

Mean None

Skewness None

Kurtosis None

Quantiles q ˛ 10 %; 30 %; 70 %; 90 %f g

Variance None

Maximum None

Minimum None

Autocorrelation lag ˛ 1; 2; 3f g
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more, many statistical values, e.g., median and mean, are
likely to be correlated [20].

As stated in Eq. 3, when using PCA, the original data ma-
trix X ∈ �n·m is projected into a new principal component
space P ∈ �n·m through a matrix G ∈ �m·m, whereby the
principal components are arranged according to their share
of the total variance. n is the number of samples while m is
the number of features within the original data.

P ¼ GTX (3)

By considering only a portion of the total variance, the
number of dimensions p £ m to be considered can be re-
duced. The higher the total variance included, the higher
the number of dimensions considered. Therefore, it is nec-
essary to find a compromise between simplification and loss
of information, for which different empirical methods have
been developed over time. Depending on the application,
required accuracy and interpretability, the proportion of
variance taken into account can vary and is usually between
90 and 99 %. In this work, 95 % of the total variance of the
original characteristics was used, preserving most of the
variance while reducing the number of dimensions signifi-
cantly. Alternatively, dedicated methods could be used to
identify an appropriate number of principal components.
For example, by plotting the eigenvalues over the number
of components, a point, called the elbow, can be identified
at which the slope of the curve suddenly changes, or all
components with eigenvalues less than the mean of all
eigenvalues are discarded [22, 23].

2.2.2 Outlier Detection

Data sets often contain individual points that differ signifi-
cantly from the true or expected distribution. These points
are called outliers. In process engineering, this can indicate
defective measuring technology or unusual operating condi-
tions so that the identification of outliers can be helpful for
process analysis. Herein, it is dealt with the extent to which
an outlier analysis can be used to detect unstable operating
areas in TR.

For outlier analysis, different methods of unsupervised
learning can be used [24]. As standard in learning the input
values are available. Still, no information about a classifica-
tion or a target vector, density-based and distance-based
algorithms, among others, can be applied for outlier detec-
tion. In these algorithms, the relative density or the distance
to the population is estimated, whereby a data point is clas-
sified as an outlier if a limit value is exceeded. We used
Mahalanobis distance as a distance-based approach because
density-based approaches would likely have resulted in
false-positive outliers due to the small number of measure-
ments relative to dimensionality. One distance-based
approach is the Mahalanobis distance [25]. In multidimen-
sional space, the Mahalanobis distance describes the dis-
tance of a measurement to the center of the population,

considering the covariance matrix, i.e., the distribution of
the measurements.

It thus describes the scaled distance of a data point i with
the coordinate vector xi to a hyperspherical distributed data
set with the covariance matrix S and the mean value �m [25].
Thus, in contrast to simpler distance measures like the
Euclidean distance, the number of false-positive outliers can
be reduced [26].

The squared Mahalanobis distance dm
2 is calculated as:

d2
m ¼ xi � �mð ÞTS�1 xi � �mð Þ (4)

The Mahalanobis distance is closely related to Hotelling’s
T-squared distribution used in multivariate data analysis
and fault detection [26]:

T2 ¼ n
n� 1

xi � �mð ÞTS�1 xi � �mð Þ ¼ n
n� 1

d2
m (5)

Assuming that the process data corresponds to a multi-
variate normal distribution, the T2 statistic can be used.
Therefore, the proportionality to the F-distribution with p
and n – 1 degrees of freedom is applied. Here p corresponds
to the number of features and n to the number of data
points [26].

T2~
p n� 1ð Þ

n� p
Fp;n�p;1�a (6)

A criterion for the value of the Mahalanobis distance
from which a data point is classified as an outlier with the
significance level a is [26]:

d2
m >

p n2 � 1ð Þ
n n� pð Þ Fp;n�p;a (7)

Because the Mahalanobis distance is calculated in the
Principal Component Space (PCS), a prediction error may
occur in the principal components that are not considered.

To consider deviations in the residual subspace the
squared projection error (SPE) can be used. The SPE meas-
ures the distance of the measuring point to its projection in
the principal component space (PCS)

SPE ¼ I � GGT� �
x

�� ���� ��2 (8)

with I as the identity matrix and G as the projection Matrix
according to Eq. (3). As an upper control limit, different cri-
teria can be used. In the context of this work the criterion
dh from Jackson and Mudholkar is used [28]:

SPE > d2
h; (9)

d2
h ¼ q1

ca

ffiffiffiffiffiffiffiffiffiffiffiffi
2q2h2

0

q

q1
þ 1þ q2h0 h0 � 1ð Þ

q2
1

0
@

1
A

1
h0

(10)
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with

Qi ¼
Pm

j¼pþ1
li

j i ¼ 1; 2; 3 (11)

h0 ¼ 1� 2q1q3

3q2
2

(12)

Here, m is the number of total features, p is the number
of components in the main component space, and li is the
i-th eigenvalue of the covariance matrix. ca describes the
value for the uppermost a % of the standard normal distri-
bution. A data point was assumed to be an outlier if either
the critical value for the SPE or the Mahalanobis distance
was exceeded.

2.3 Forecasting

ML allows regressions to be developed purely from patterns
within the data. This enables forecasting even for complex
systems [29, 30].

For forecasting the circulating mass flow of a TR, the past
measured values including all measured values were defined
as input variables. The procedure is illustrated in Fig. 2. In
this work, exemplary 3 and 7 past measured values were
considered as input variables. Thus, the dimension of Xi is 3
· m and 7 ·m, respectively, while Yi is a scalar.

For a first overview, simple linear regression methods
with regularization as well as nonlinear regressors were in-
vestigated in this work.

The linear regression methods used were Lasso and Ridge
with cross-validation (CV) and BayesianRidge from the
package Scikit Learn.

The predicted value ŷis calculated by a linear combina-
tion of the used features scaled by a set of weight w:

ŷ W;Xð Þ ¼ w0 þ w1x1 þ . . .þ wmxm (13)

For Lasso and Ridge, the individual weights are regular-
ized in value by the ‘1 and ‘2-norm, respectively. Although
Lasso and Ridge regression are both conceptually similar,
the results may differ. In addition, Lasso prefers to set the
individual coefficients to exactly 0, which can make it
slightly more interpretable than Ridge. In Bayesian Ridge,
the prefactor of the regularization term is not constant, but
instead the distribution of the weights is fitted to a Gaussian
distribution. The regularization parameters are adjusted
based on the given data by maximizing the log marginal
likelihood [31]. The weights obtained are thus similar to
Ridge, with BayesianRidge being slightly more stable for ill-
posed problems.

As nonlinear regressors, a decision-tree-regressor and a
k-nearest-neighbor (kNN) regressor were used. The Deci-
sion-Tree-Regressor is well suited for understanding the
underlying algorithm while achieving high accuracies,
whereas kNN is particularly interesting from a process engi-
neering point of view, as it can provide an insight into
whether similar process conditions lead to similar changes
in mass flow, provided that an acceptable accuracy is
achieved.

The parameters of the individual regressors were adjusted
with the Gridsearch-algorithm of scikit-learn. Deviating
from the standard parameters of the regression methods,
the values of Tab. 3 were used.

The coefficient of determination R2 was used as a mea-
sure of quality for the evaluation of the regression methods:

R2 ¼ 1�
P

i yi � fið Þ2P
i yi � �yð Þ2

(14)

The term yi – fi is the difference between actual and pre-
dicted value, while yi � �y represents the difference between
the actual value and the mean value.

The direct interpretation of R2 values can be misleading if
stationary processes are investigated because the average

value of the respective experi-
ment already represents a good
approximation of the following
measured value in terms of the R2

value. Because of that, in addition
to a direct prediction of the circu-
lating mass flow, the derivation of
it was used as a target value for
the regression.

For the case of a random walk
process, no correlation should be
producible with R2 > 0, whereas
R2 > 0 indicates a correlation
between input and output vari-
ables [32].
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3 Results and Discussion

After PCA (Sect. 3.1), an outlier detection was carried out,
and the detected outliers were evaluated considering the pre-
vailing operating conditions in Sect. 3.2. In Sect. 3.3, the data
were analyzed regarding their suitability for forecasting.

3.1 Principal Component Analysis and Associated
Operating States

By applying PCA, the number of features was reduced from
327 extracted features to 25 principal components. There-

fore, the number of features
could be reduced by 92 %, pre-
serving 95 % of the total variance.
Although each principal compo-
nent greater than 10 contributes
less than 1 % to the total variance,
their total number was left at 25
because possible anomalies in the
higher principal components
may be relevant, especially in
light of the outlier analysis in
Sect. 3.2. Nevertheless, this shows
that in a more defined problem,
e.g., a classification problem, the
number of principal components

could be further reduced. The individual experimental data
points in the first two principal components were plotted in
the PCS, representing 64.5 % of the total variance (Fig. 3).

The individual tests were assigned to the respective test
medium (a), operating pressure (b), static liquid height (c),
and circulating flow (d). Higher circulating flows were
achieved at higher pressures, liquid levels, and at low viscos-
ities. These findings are typical for stable TR conditions.
Thus, the results can be an indicator for occurring instabil-
ities, although no unambiguous cluster for unstable operat-
ing conditions could be identified here. Furthermore, these
results agree with literature values and operational experi-
ence. It is unanimously reported that low process pressures

www.cit-journal.com ª 2021 Wiley-VCH GmbH Chem. Ing. Tech. 2021, 93, No. 12, 1–12

Table 3. List of the used hyperparameters within the regression. Not listed parameters were left
at default.

Regression function Parameter Values

Lasso a 100 logarithmically spaced values in the interval
[10–1, 104]

Cross validations 5

Ridge a 100 logarithmically spaced values in the interval
[10–1, 104]

Cross validations 5

Decision-Tree-Regressor maximum depth 6

K-Neighbors-Regressor number of neighbors 5

Figure 3. Illustration of the experiments within the first two principal components and the associated operating states.
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and high viscosities can lead to a drying up of the circulation
flow, whereby higher static liquid heights have a stabilizing
effect in the area of low process pressures [33, 34]. The asso-
ciated operating conditions are not the only relevant factors
for occurring instabilities, as there is a scattering of the
mean circulating flow within the different groups. Since on-
ly the first two principal components are plotted against
each other, further correlations could be recognizable by
considering additional principal components or different
extracted features. Nevertheless, process data from TRs can
be evaluated quickly and the effects of operating parameters
described in the literature can be understood much better.
Possible questions can be formulated and analyzed more
precisely based on already existing data and ready-made
methods. This form of visualization can improve interpret-
ability and prevents false conclusions.

3.2 Outlier Detection and Instability Analysis

Especially in large data sets, the question of which experi-
mental parameters lead to changes in the operating condi-
tions is often difficult to answer. For the TR investigated
here, such "points of interest" could be the occurring insta-
bilities and, therefore, the operating limits. Outlier detection
is one possibility to identify these unstable operating points
through unsupervised learning, assuming that most of the
examined data represent stable operating conditions. The

full dataset was classified in Inliers and Outliers by means
of the Mahalanobis distance identifying possible instabil-
ities.

The number of outliers was plotted in Fig. 4 over the pro-
cess parameters medium, process pressure, static liquid
head, and circulating flow. The majority of 73 % of the
experiments were classified as inlier, while 27 % of the data
points were classified as outliers. For an outlier analysis, the
value of 27 % is relatively high due to the experimental
nature of the data. The data result from investigations for
characterization of the unstable operating areas. They,
therefore, include significantly more critical operating con-
ditions than can be expected within an industrial plant.
Thus, although the 27 % are relatively high, they appear
realistic in this context. However, the assumption that the
data follows a Gaussian distribution is only conditionally
valid.

Due to the definition of the Mahalanobis distance as a
distance-based algorithm, the question arises whether the
detected outliers represent unstable operating points or
whether they are boundary points of the examined state
space, which, however, show a stable circulation.

First, the number of outliers for water and water-glycerol
is examined. Thereby no accumulation of outliers could be
found. This is remarkable as the fluid properties of the
medium have a significant influence on the process. How-
ever, they only have a limited significance about whether
the investigated operating conditions are stable or unstable,

Chem. Ing. Tech. 2021, 93, No. 12, 1–12 ª 2021 Wiley-VCH GmbH www.cit-journal.com

Figure 4. Illustration of the number of outliers depending on the associated operating state.
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which indicates that the outliers detected might represent
instabilities. Nevertheless, it must be carefully checked
whether apparent accumulations can be attributed to pro-
cess variations.

For the pressure and static liquid height, an above-aver-
age number of outliers can be determined for the marginal
areas of the parameter space. This can be an indicator of
deviating operating conditions and possible instabilities.
The latter is particularly supported because an above-aver-
age number of outliers was found for circulating flows near
0 kg h–1 and for high circulating flows, whereby instabilities
are typically to be expected here. For circulating flows
between 300 and 400 kg h–1, it could also be shown for the
investigated TR that fluctuations exist between laminar and
turbulent flow and that associated instabilities occur [21].

There is also a disproportionately high number of outliers
for low and high static liquid heights of 75–85 and 130 %.
This corresponds with the results of Liu et al., according to
which an optimum exists for the static liquid height, and
instabilities can occur for differing values [11]. The reasons
for this are that for very high static liquid levels, phase
change is suppressed due to hydrostatic pressure, while for
very low levels, burnout can occur in the apparatus. In the
experiments shown here, the optimum static liquid height
was found to be in the range of 90–120 %, which can also be
observed by outlier detection.

At an operating pressure of 100 mbar, most outliers were
classified proportionately. This corresponds with other
investigations, according to which low operating pressures
and correspondingly lower boiling temperatures have a de-
stabilizing effect on the circulation flow [34]. The main rea-
son for this is that at lower operating pressure, the volume
of the vapor component increases significantly. As a result,
the circulating mass flow reacts much more sensitively to
fluctuations in heat transfer and instabilities are favored.

In contrast, there is a high number of outliers for an oper-
ating pressure of 400 mbar, which contradicts this state-
ment. Here, however, a more detailed look showed that they
were detected mainly for very low and high circulating
flows and high static liquid heights. Especially for the
water-glycerol mixture, only low temperature differences
and thus low circulation flows could be achieved due to the
limited heating capacity of the used thermostat. The outliers
are therefore found for operating conditions that tend to be
regarded as unstable, although this would not be expected
when considering the pressure solely.

The outlier detection used were suitable for identifying
unstable areas described in the literature without prior
knowledge. For TR, this can be an excellent possibility to
assist the plant operator of a plant in critical operating con-
ditions, which is already used in a similar form in statistical
process control [35, 36]. Furthermore, this methodology
can also be applied to unknown process conditions, and
thus interesting experimental results can be identified. This
can accelerate process evaluation and prevent false assump-
tions especially if the process under investigation is depend-
ing on a high number of parameters.

3.3 Prediction of the Circulating Mass Flow

As an important criterion for efficiency and stability of TR,
the circulating mass flow was predicted. 50 out of the full
dataset of 140 performed experiments were randomly se-
lected, and their features were determined according to
Sect. 2.3. The training was performed with 70 %/30 % train-
ing/test data.

The results of the investigated regression methods are
shown in Fig. 5. The standard deviations were calculated,
performing a 3-fold validation. For this purpose, the

www.cit-journal.com ª 2021 Wiley-VCH GmbH Chem. Ing. Tech. 2021, 93, No. 12, 1–12

Figure 5. a) R2 Score for the prediction of the circulating mass flow. b) R2 Score for the prediction of the
deviation of the circulating mass flow.
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algorithm used was trained and tested three times, each
time with a new randomly selected data set consisting of 50
experiments. For each of the regression methods used, a
distinction is made about whether statistical features are ex-
tracted from the measured values used (statistical feat.) or
whether they are used directly (measurement feat.). The
past three (lag = 3) or seven (lag = 7) measuring points are
used. Using the circulating mass flow directly as target value
(Fig. 5a), values for R2 near 1 are achieved for all features
and regression methods. The difference between the differ-
ent methods lies within the standard deviation. Considering
a higher number of past measurements seems to worsen the
regression, which could be due to the loss of temporal infor-
mation. Using the actual value of the circulating mass flow
as target, there is the possibility that a fault occurs, assum-
ing that the mean value is a good assumption for the next
value. Although this results in high values for R2 there is no
information about the future system behavior included.

Therefore, the derivative of the circulating flow was also
considered as a target value. The results are shown in Fig. 5b.
The values obtained for R2 are significantly lower than
before.

For this case, feature extraction is shown to be disadvan-
tageous for all regression methods. It can be concluded that
there is a significant loss of relevant information due to fea-
ture extraction, which could be counteracted by the extrac-
tion of other features. Using the extracted features here, the
values of R2 were around 0, which means that no informa-
tion gain is possible.

For the measurement features, the linear regression meth-
ods could achieve values of R2 > 0.3. This means that, in
principle, there is a deterministic correlation between mea-
sured system values and the fluctuation of the circulating
mass flow. Considering the individual measured quantities
in the form of linear regressions can reflect this correlation.
However, it cannot be determined which variables signifi-
cantly influence the fluctuation because some of the used
measurements like the various temperature sensor values
correlate with each other.

The generally low values of R2 could result from the gen-
erally poor predictability of the temporal change due to ran-
dom fluctuations. However, it is more likely that the
information contained in the measured data is not sufficient
for a better prediction. The increase in the number of ex-
periments considered did not lead to an increase in the pre-
diction accuracy. It is conceivable that system variables
influencing the instability were not measured, whereas the
known influencing variables were recorded.

However, it is most likely that due to the low measure-
ment frequency of about 0.3 Hz, temporal information is
not sufficiently captured. Therefore, it is expected that in-
creasing the measurement frequency will also increase the
prediction accuracy.

The linear regression methods showed better predictive
accuracy than the nonlinear regressors kNN and Decision
Tree. These were chosen in particular to allow interpretabil-

ity, which does not seem reasonable given the low R2 values.
One reason for the poorer performance of kNN could be
that the data points are not dense in the parameter space
studied. For the Decision Tree only discrete output values
are considered. This could worsen the generalizability of
this algorithm. However, it is possible that other nonlinear
regression methods may allow a significantly better predic-
tion accuracy. The approach of using procedurally known
relationships to map nonlinear relationships while keeping
the computational cost low seems promising. This could be
done, for example, by multiplying or exponentiating the
original measured values based on known physical princi-
ples.

The linear regression methods used all have similar pre-
dictive accuracy. The selection of a specific algorithm there-
fore depends on the application. Bayesian Ridge, for exam-
ple, does not require any pre-selection of the regression
parameters, but on the other hand also has the highest
training effort. Ridge is a widely used algorithm, which
seems to be particularly suitable for transfer to other appli-
cations. With Lasso, individual weights are preferably set to
0 due to the ‘1-norm, which is particularly advantageous
for feature selection. This is also of interest with regard to a
good interpretability of the algorithms used.

It is shown that the use of up to 7 past measurement data
improves the prediction accuracy compared to the usage of
just 3 past measurements. The measurements were taken
every 3 to 4 seconds. So, the process conditions prevailing
more than 9 seconds ago still seem to contribute to the
changes in mass flow. However, it is also possible that de-
spite the regularization used, the regression algorithms are
over-fitted. By varying the considered measurements used
at a higher measuring frequency and the regularization
parameter, the optimum number of past measured values
can be determined.

As can be seen from the lower value of R2, the temporal
information is of considerable importance for the predic-
tion accuracy. As time progresses, the individual input vari-
ables have less influence on future values. A further im-
provement of the prediction accuracy can thus be expected
with an increase in the measurement frequency. This meth-
od can be used to determine optimal measurement frequen-
cies for a process under consideration. Above a particular
cut-off frequency, the additional information should have
only a marginal effect on the prediction accuracy.

Knowledge about the future process behavior enables the
development of improved control strategies. The realization
and implementation of such control strategies are subject of
extensive research and require an accurate model to predict
the state of the plant, which usually requires numerous
assumptions in addition to a good understanding of the sys-
tem [37].

As shown here, ML can also be used for predicting the
TR system behavior. With 0.5 > R2 > 0.3, the prediction
accuracy still offers much potential for improvement, but
fluctuations can be predicted within certain limits. The nec-
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essary system knowledge is low, so this method can be
applied to complex systems.

For further optimization, the incorporation of process
knowledge for the development of task-specific features can
be beneficial. Systematically taking into account and not
taking into account the uncorrelated input variables can
offer significant gains in knowledge about how the target
variable depends on the input variables under investigation.
This can reduce the investigation effort and can help to
identify relevant operational parameters.

4 Conclusions

Using the analysis of operational data of a thermosiphon
reboiler as a showcase, the great potential of ML and sys-
tematic data analysis for an improved understanding of
equipment performance has been demonstrated. PCA has
proven to be advantageous in the evaluation and analysis of
complex data sets. Applying PCA, trends in data can be
identified quickly and effectively, especially in highly
dimensional datasets.

For the TR under investigation, the operating variables
pressure and static liquid height, as well as the medium vis-
cosity, can be compared qualitatively well with the prevail-
ing average circulation flow by the principal component
analysis, and correlations between process parameters can
be identified.

An outlier detection revealed potentially unstable operat-
ing areas without the need for extensive process knowledge.
Thus, for the parameters examined, the experimental data
can be efficiently pre-selected, and areas of interest can be
identified. For a more detailed evaluation, the outliers and
test results can be classified more precisely and evaluated
based on existing process knowledge.

Furthermore, it was investigated whether there is a deter-
ministic correlation between the measured values and the
change in the circulation flow. It was shown that R2 values
of over 0.3 can be achieved by directly using the previously
measured values and linear regression methods. In contrast,
statistical features or direct predictions of the circulation
flow did not provide any additional information about the
process.

Using nonlinear regressions or increasing the measuring
frequency, the prediction accuracy could be further in-
creased so that a control system for preventing unstable op-
erating states could be established. By changing the input
variables, deterministic relationships could be identified
quickly, even without process knowledge or validated in the
case of calculated process variables.

ML offers a valuable set of methods for analyzing chemi-
cal engineering equipment in general and TR in special.
The time required for data evaluation can be significantly
reduced, system understanding can be improved, and
unknown relationships can be identified effectively.
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Symbols used

c [–] sum of standard normal distribution
dm [–] Mahalanobis distance
d0 [m] outer diameter
f [–] predicted value
h [m] height
hs* [%] static liquid height
I [–] identity matrix
L [m] length
m [–] total number of measurements
n [–] number of samples
p [–] number of principle components
P [–] principal component space matrix
R2 [–] coefficient of determination
s [m] wall strength
si,j(t1) [–] data point of sensor j and experiment

i
Si,j [–] time data series of sensor j and

experiment i
S [–] covariance matrix
w [–] linear regression weights of features
x [mol mol–1] mole fraction
x [–] coordinate vector
X [–] original feature matrix
y [–] true value

Greek letters

a [–] significance level
G [–] Projection Matrix
dh [–] delta criterion
l [–] eigenvalue
�m [–] mean vector

Sub- and Superscripts

Gly glycerin
m Mahalanobis
RT reboiler tube

Abbreviations

CV cross validation
kNN k-nearest-neighbor
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ML machine learning
PCA principal component analysis
PCS principal component space
SPE squared prediction error
TR thermosiphon reboiler
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