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ABSTRACT

These are a series of online platforms that allow users to rate and 
comment on VR virtual reality applications. In this paper, we 
develop a topic model, namely the general and sparse topic model, 
that automatically identifies a set of features of VR applications 
from user reviews.  In our context, we overcome two severe 
challenges (i.e., internal noise and limited features mentioned in 
each review) to successfully learn the features of VR applications. 
Specifically, we introduce a general topic and a “spike and slab” 
prior. In addition, we design a collapsed Gibbs sampling algorithm 
for model inference. We apply this topic model to a dataset from 
Oculus (namely VREVIEW), and show that our model can identify 
some distinct, economically meaningful features for VR 
applications, e.g., “entertainment and fun,” “challenge,” 
“immersive,” and “sickness.” Our research provides implications 
for VR consumer behavior analysis, optimizing user experience in 
virtual environments, and VR application recommendation. 
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1 INTRODUCTION

Recently, the metaverse has gained great attention from both 
academia and industry with the development of new technologies, 
e.g., 3D graphics and stereo display technology. Virtual Reality 
(VR), an important designed technology for metaverse, offers users 
immersive experiences in the virtual world through the head-
mounted display (HMD). In the consumer market, VR applications 
have become very popular, due to their virtuality, entertainment, 
and enjoyment. For example, according to the report released by 
Harvard Business Review1 in 2021, Roblox2, an online VR game 
platform, had 37 million daily active users and 20 million 
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multiplayer games. This company reaches more than $48 billion in 
market value at its peak, which even exceeds the market value of 
gaming giant EA (Electronic Arts). Similarly, MMO Zenith3, a  VR 
game, obtain $10 million in funding in 2021. An interesting 
phenomenon is that some VR applications after they are released 
achieve good sales in the market, whereas others attracted much 
less attention. In this paper, we attempt to analyze the reasons for 
this phenomenon via mining key features for VR applications.  

Many previous studies have focused on the feature extraction of 
products and can be classified into three categories from the 
perspective of data: product descriptions, user-item interactions 
(e.g., purchase records), user-generated contents (e.g., online 
reviews and hashtags). For example, Toubia et al. [1] integrate 
positive psychology with the guided Latent Dirichlet Allocation 
(LDA) model to identify the features of entertainment products (i.e., 
movies) based on their textual descriptions, automatically. Pan et 
al. [2] propose a deep learning model for testing product aesthetics 
based on their images. However, these studies based on product 
descriptions are unable to obtain consumer perception of the 
products. In terms of studies based on user-item interactions, Zhang 
et al. [3] use a matrix factorization model to learn the 
representations of products and users, and then explore the effects 
of different consumer consumption strategies on the longitudinal 
performance of recommender systems. Barkan and Koenigstein [4] 
propose an item2vec method to produce representations for 
products, and then use these features to infer product relationships 
for recommendations. However, these features are implicit and 
hard to explain, thus leading to that managers can not improve or 
design their products by using these features. Nowadays, a series of 
researchers aim to identify interpretable product features 
commented in reviews. The most commonly used method to obtain 
the product features is to apply the conventional topic models such 
as Latent Dirichlet Allocation (LDA) [5, 6]. Unfortunately, these 
classical topic models yield poor results due to their liberal 
assumptions that a review is generated from a mixture of multiple 
topics.  

This paper aims to identify key features for VR applications by 
using online consumer reviews, which has not been explored in 
previous studies. Identification of key features for VR applications 
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will help optimize user experience in virtual environments [7]. 
Figure 1 shows the sampled examples of VR applications with 
reviews in our dataset. In our context, many consumers share their 
opinions on different aspects of VR applications after using the 
products purchased from the online store. This provides us with a 
unique opportunity to explore the VR application features 
perceived by consumers. Because of factors of consumer reviews, 
the identification of key features for VR applications faces its own 
challenge. The first challenge lies in internal noise. Different from 
the product descriptions, reviews of VR applications include 
massive general or noise information (e.g., background words and 
non-feature words) that may lead to poor quality in mining 
application features. A second challenge is the limited features 
discussed in each review. For example, a gamer of a VR game often 
mentions only a few features in their comments such as immersion 
and cybersickness. This challenge is caused by the sparsity of 
reviews, which affects the performance of the experiments. 

 
Figure 1: Sampled examples of VR applications with reviews in our 
dataset. Each VR application includes a set of online comments 
from multiple consumers.

Motivated by the above challenges, we present a novel topic 
model, namely the general and sparse topic model (GSTM), to mine 
key features for VR applications and derive useful insights into VR 
application design and improvement. In our GSTM, we introduce a 
general topic to filter out the general or noise information, and 
select words relevant to VR application features. To achieve this 
goal, we use a Bernoulli variable to decide whether a word in each 
review is a feature-related word or a general word. In addition, we 
assume that each review describes a narrow range of topics related 
to VR applications. To achieve this goal, in GSTM, we introduce a 
“spike and slab” prior [7-11] over the review-topic distribution. The 
“spike and slab” prior is a common method for Bayesian variable 
selection  which relies on binary variables to control whether the 
variables in different groups are active or not. In our paper, we use 
this prior to generate focused topics for each review. 

The main contributions of this paper can be summarized as 
threefold: 

(1) To our best knowledge, our research is the first attempt so 
far to identify a set of key features for VR applications via 
using large-scale consumer reviews. 

(2) We develop a novel general and sparse topic model (GSTM) 
for feature extraction. The key of GSTM is the introduction 
of a “spike and slab” prior over the review-topic distribution. 
Through this process, we allow each review to focus on a 
limit of topics (features). In addition, we introduce a general 
topic to filter out the noise information and then obtain the 
idiosyncrasies of specific reviews. 

(3) We present a novel dataset about VR applications. We hope 
that our dataset will foster research in different fields 
including VR product design, VR consumer behavior 

analysis, VR product recommendation, and other 
machine/deep learning methods for VR applications. 

The remainder of this paper proceeds as follows. Section 2 gives 
the related work. Then, we explain the proposed GSTM model, the 
generative process, and inference in Section 3. Section 4 describes 
our dataset in detail and then gives the results of our experiments. 
Finally, we conclude our paper in Section 5. 

 

2 METHOD
In this part, we propose a novel general and sparse topic model 

(GSTM) for feature extraction of VR applications. We first give 
problem formulation. Then, we describe the generative process of 
our model. Finally, we show how to estimate the latent parameters 
via Gibbs sampling. 

2.1 Problem Formulation
Suppose there is a collection of user reviews of VR applications, 

indexed by = 1,2, ⋯ , .  denotes the number of all user 
reviews. For the document , we use = { }  to denote a set 
of words in this document, where  is the th word in this 
document and  is the number words in this document. Let =1,2, ⋯ ,  denote the words in the vocabulary. We assume that these 
are a set of specific topics in VR reviews, indexed by = 1,2, ⋯ , . 
Similar to the LDA model, we define the  as a 1 × V vector that 
denotes the topic-word distribution for specific topic . In addition, 
to weaken the influence of noise information on feature extraction 
of VR applications, we define a  as a 1 × V vector that denotes 
the topic-word distribution for the general topic. To determine topic 
selection (specific topic or general topic) for the word  in the 
document , we also define a binary variable , where = 1 
means that the word  is related to the specific topic, whereas = 0 means that the word  is related to the general topic.  

Different from the LDA model, our model assumes that each 
review contains a limited of specific topics. Thus, we use a “spike 
and slab” prior [8, 12] to constrain the topic space for each review. 
Specifically, we define a specific topic selector = { }  as a 1 × K vector that denotes whether a specific topic is related to the 
review . For each topic , = 1 if this topic is related to review  

; = 0, otherwise. We define a topic distribution  as a 1 ×K vector that denotes the review-topic distribution for document . 
Unlike LDA,  is constrained by the topic selector .  

2.2 Generative Process
The generative process of the GSTM is given in Figure 2. In our 

model, we assume that each review of a VR application can be 
viewed as a mixture of a limited of specific topics and a general 
topic. To be more specific, we first sample the specific topic  
from a Dirichlet prior with parameter . And, we sample the 
general topic  from a Dirichlet prior with parameter . Then, we 
sample the Bernoulli parameter μ from a Beta distribution with 
parameter  and . The value of μ characterizes the weight of a 
word belonging to a specific topic. 

For a review , we sample the Bernoulli parameter  from a 
Beta distribution with parameter  and . The value of  
characterizes the weight of a specific topic selected by the review 

. Then, we generate a set of binary variables for the specific 
topic selector, and the element  is sampled from Bernoulli 
distribution with parameter . Based on the specific topic selector, 
we sample the review-topic distribution  from a Dirichlet 
distribution with parameter + . In the “spike and slab,” 

 is smoothing prior and  the weak smoothing prior. Because 
the  is close to zero and  is a routine parameter, thus we see 
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that when = 1, the topic  is selected to describe the review , 
whereas the topic  with = 0 do not appear in review .  

To generate the word in review , we sample the binary variable 
 from a Bernoulli distribution with parameter μ. Now if = 1, 

we use the topic distribution  to pick a specific topic . 
Afterward, the word  is sampled from the topic-word 
distribution  using a Multinomial distribution. When = 0, 
we use the general topic-word distribution  to generate the word 

 by using a Multinomial distribution. 
 

 
Figure 2: The generative process of GSTM

2.3 Model Inference
Because the exact inference for GSTM is intractable, we thus 

select a collapsed Gibbs sampling algorithm for approximate 
estimation. Because of space constraints, we omit the detailed 
derivation and only give the final formulas used in the collapsed 
Gibbs sampling algorithm. 

(1) Sampling the topic selector : 
The joint probability distribution of  and  can be derived as: ( , |rest) ∝ ( | ) ( | , ) I[ ∈ ]Γ(| | + )Γ (∗) + | | +  (1)

where  = { : = 1, = 1,2, ⋯ , } denotes a set of specific 
topics discussed by the review . = : > 0, = 1,2, ⋯ ,  
denotes the specific topics that have assignments in review .  
denotes the number of words assigned to the specific topic in the 
review .  (∗)  denotes the size of review  and  denotes the 
number of words assigned to the specific topic  in review . To 
ensure fast convergence, we integrate out  to sample : ( = 0|rest) ∝ , + [ ∈ ]Γ(| | + )Γ (∗) + | | +  (2) 

( = 1|rest) ∝ , + [ ∈ ]Γ(| | + )Γ (∗) + | | +  (3) 

where ,  is the times of the specific topic selector that is 
assigned to review .  
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(2)  Sampling the topic assignment : = | ( ), = , ( ), ∝, , ( ) +
, , ( )(∗) + , ( )+ +  (4) 

where ( ) denotes the count excluding . , denotes 
the number of times word assigned to the specific topic .,(∗) = ∑ , is the total number of words assigned to 
the specific topic . 

(3) Sampling the binary variable : = 0| = , ( ), ( ), ∝, ( ) +∑ , ( ) + + , ( ) +
, ( )(∗) +  (5) 

= 1| = , ( ), ( ), = , ( ) ∝, ( ) +∑ , ( ) + + , , ( ) +
, , ( )(∗) +  (6) 

where  denotes the total number of words assigned to the 
general topic;  denotes the total number of words assigned to 
the specific topic;  denotes the number of word  assigned to 
the general topic; ,  presents the number of word  assigned 
to the specific topic. 

(4) Estimating the latent parameters ,  and := + +(∗) + | | +  (7)
= , +

,(∗) +  (8)
φ = =0 +=0(∗) +  (9)

3 RESULTS
In this section, we give extensive experimental results on a real-

world dataset about VR games. We first describe the dataset in 
detail. Then, we investigate the topics and label these topics as VR 
application features for qualitative analysis. Finally, we present the 
feature distributions for VR applications. 

3.1 Data Descriptions
We use Oculus4 as our empirical application, as it is one of the 

most representative VR application platforms. We focus on the VR 
games on this platform because it covers a wide range of categories 
and user groups. In this platform, only customers who have 
purchased and experienced VR games can comment, which ensures 
the authenticity and credibility of the data. To collect the data from 
Oculus, we design personalized algorithms written by Python.  

For the preprocessing for the reviews, we first transform all 
content into lowercase, then remove the non-English characters and 
words (e.g., URLs, Chinese). To avoid the influence of irrelevant 
information on the results, we then eliminate the stopwords and 
frequent words. Finally, we select the reviews that contain at least 
5 words. 

Table 1 shows descriptive statistics of our final dataset. In total, 
our dataset contains 2,845 unique VR games, covering 122,323 
consumers and 198,301 reviews. On average, each VR game 
consists of 69.70 reviews. In addition, this corpus contains a total 
of 123,056 reviews with “helpful”. On average, each review 
contains 19.43 words, with a standard deviation of 25.34. For the 
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convenience of researchers, we name the dataset, VREVIEW. The 
dataset can be downloaded from our Github repository5.  

Table 1: Data description and statistics

Statistic Number 
Number of VR applications 2,845 
Number of users 122,323 
Number of reviews 198,301 
Number of reviews per VR applications 69.70 
Number of reviews with “helpful” 123,056 
Number of words per review  
        Mean 19.43 
        Standard deviation 25.34 
        Maximum 5,371 

 

3.2 Topic Results
We implement our method using Java 8. We run our experiments 

on a Linux server with a 2.10 GHz Intel(R) Xeon(R) E5-2620 CPU, 
128 GB of memory. In terms of the setting of hyperparameters, we 

set = 50/ , = 10 , = = 0.01 , = = 1  and = = 1. To decide the optimal topic number , we select the 
perplexity score [13] as the metric and then use the cross-validation 
to evaluate the robustness with different choices of . Based on the 
results of the perplexity score, we set the topic number to 50.  

Due to the space limitations, this paper just presents 15 topics. 
Figure 3 presents the labeled topic learned by our GSTM model. 
From the topic results, we note that our model can identify distinct, 
economically meaningful topics. Through our experiments, we find 
a series of VR features that are often mentioned in consumer 
reviews. For example, topic 2 is related to “entertainment and fun,” 
with the related semantic words “fun,” “enjoy,” and “entertain.” 
Topic 6 is related to “immersive,” with the related semantic words 
“immersive,” “immersion,” and “experience.”  The frequent 
appearance of the words “motion,” “sickness,” “fly,” “sick” in topic 
44 suggests that this topic relates to the “sickness” of VR 
application. More importantly, our model can find some additional 
features of VR applications that are important for VR application 
design and consumer behavior analysis, e.g., “challenge,” 
“colorful,” “chat and social,” “music and rhythm,” and “usability.”  

  
Figure 3: Topic results and its label
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Topic 2: Entertainment 
and Fun  

Topic 3: Challenge Topic 4: Colorful Topic 5: Movement and 
Space 

Topic 6: Immersive   

     
Topic 8: Price Topic 9: Escape   Topic 10: Usability Topic 11: Chat and 

Social 
Topic 13: Controller 

     
Topic 14: Music and 
Rhythm 

Topic 19: Bad effects for 
child 

Topic 20: Support and 
Link 

Topic 42: Team Topic 44: Sickness   
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(a) The feature distributions of the VR game “Perfect” 

 
 

(b) The feature distributions of the VR game “Annie Amber” 
Figure 5: Feature distributions of two VR games 

3.3 Feature Distributions for VR Applications
Using our model, we can obtain the review-topic distribution. 

We use a t-SNE method [14] to visualize these reviews by a 2D 
map, as shown in Figure 4. Qualitatively, we note that the reviews 
with similar topic distribution are clustered into the same group, 
which proves that the features hidden in reviews learned by our 
model are highly interpretable.  

Because each VR application contains a set of reviews, we also 
use empirical estimation, by integrating the topic distribution of all 
reviews of a VR application, to analyze the feature distributions for 
VR applications.  Figure 5 gives two cases of VR applications. The  

Figure 4: The t-SNE visualizations for reviews
VR game “Perfect” in Figure 5 (a), provides beautiful locations for 
gamers, involving sun-drenched beaches, peaceful mountains, and 
northern lights. We note that gamers often talk about topic 27 that 
describes the application feature of “leisure and relaxing.”  The VR 
game “Annie Amber” in Figure 5 (b) is about the journey across 
the solar system. We find that gamers often talk about topic 9 and 
topic 17. From Figure 3, we note that topic 9 describes the 
application feature of “escape.” In addition, topic 17 describes the 

application feature of “imagine.” Thus, we conclude that “escape” 
and “imagine” can be regarded as core features of the VR game 
“Annie Amber.” Our case studies represent that our model can 
extract VR applications features well. 

4 CONCLUSION

In this paper, we develop a topic model to automatically identify 
the key features of VR applications from user reviews. Considering 
the internal noise and limited features in each review, we introduce 
a general topic and a “spike and slab” prior to the proposed model. 
To learn the latent parameters of the model, we also design a 
collapsed Gibbs sampling algorithm. For model applications, we 
analyze a VR game dataset including 2,845 unique VR games, 
122,323 consumers, and 198,301 reviews. With the experimental 
results, we find that the proposed model can identify a set of 
meaningful features related to VR games. We also analyze the 
feature distributions for VR games by integrating the topic 
distribution of all reviews of each VR game. In addition, we provide 
a dataset, namely VREVIEW, for researchers. 

For future work, we close by emphasizing additional areas. First, 
future research might explore the evaluation method to validate our 
approach for inferring VR application features. Second, our model 
constructs a set of features, thus future research may use these 
features as input to analyze consumers’ preferences for VR 
applications, recommend VR applications for consumers, identify 
substitutes for a given VR applications. 
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