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ABSTRACT

Recently, with the development of stereo display and 3D graph-
ics technology, virtual environments and applications are growing
rapidly, e.g., video conferencing, and virtual reality (VR) applica-
tions. These are several E-commerce platforms that are designed for
the transactions of VR applications. Consumers on these platforms
can comment on a VR application after purchase. In this paper, we
attempt to predict the helpfulness of these VR application reviews.
To this end, we propose a topic-causal regression model that explores
the influence of topic features in VR application reviews and nu-
merical information on helpfulness. Specifically, we first apply the
most classic topic model, Latent Dirichlet Allocation, to extract the
topic signals in VR application reviews. Then, we construct a topic
regression for causal inference. We perform extensive experiments
on a real-world dataset collected from Oculus. The experimental
results demonstrate that our model can estimate regression weights
for topic factors and analyze their influence on the helpfulness of
VR application reviews.

Keywords: Topic Model; Causal Inference; Two-stage; VR Appli-
cation; Review Helpfulness

Index Terms: Human computer interaction (HCI)-HCI design
and evaluation methods-User studies;Human-centered computing-
Collaborative and social computing-Collaborative and social com-
puting design and evaluation methods-Social network analysis

1 INTRODUCTION

Virtual Reality (VR) is an important interaction technology in virtual
3D worlds. Due to its entertainment and immersion for consumers,
more and more enterprises participate in the development of VR ap-
plications, e.g., Facebook. According to the latest data from Harvard
Business Review1, the VR applications like Fortnite and Roblox
have attracted almost 400 million consumers, and others like Decen-
traland and the Sandbox are increasing rapidly. In this context, some
platforms are designed for the transactions of VR applications, e.g.,
Oculus2. these e-commerce platforms allow consumers to choose
VR applications according to their interests. In addition, consumers
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Figure 1: Example of Reviews of VR applications

will post product-related reviews based on their personal experi-
ences. These reviews play an important role for other consumers to
purchase VR applications. Due to the growing amount of reviews, it
is critical to find the helpfulness of reviews and recommend them to
consumers who intend to purchase the VR applications. This paper
aims to identify helpful reviews by exploring textual factors that
contribute to the helpfulness of online reviews in VR scenarios.
Recent studies on review helpfulness prediction can be divided into
two categories: empirical analysis and machine learning methods.
The empirical analysis explores what new factors will affect the
usefulness of comments. For example, Kashyap et al. [1] proposed
a review usefulness measurement model based on review features,
e.g., review valence, review length, and feature-wise information.
They used orthogonal design to build questionnaires that contained
example reviews with different features. Karimi and Wang [2] inves-
tigated the potential effects of the reviewer profile image, and the
reviewer name on review helpfulness. Choi and Leon [3] adopted
factors from three dimensions: source factors, review factors, and
context factors to examine the causes of online review helpfulness.
However, these empirical-based studies mostly focus on the acquisi-
tion of review usefulness and analysis of the influencing variables
from different perspectives. They depend on a large number of
observations, experiments, and investigations of existing data, then
to summarize the latent variables that may affect the usefulness of
reviews. Machine learning methods for helpfulness prediction focus
on how to construct features or how to capture better representations.
Chen et al. [4] proposed a multi-domain Gated Convolutional Neural
Network (CNN) to enrich the word representations by integrating
multi-granularity information. In addition, a set of handcrafted
features are often constructed by machine learning methods, e.g.,
semantic features [5], aspect-based [6], and argument-based fea-
tures [7]. Although these machine learning methods yield better
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Figure 2: An inference step of the topic-causal regression model

results, they ignore the causal relationship among latent variables
(or features).
VR applications are different from products on traditional e-
commerce websites, e.g., electronic goods and clothing. The char-
acteristics of traditional e-commerce products are more reflected in
the quality and price, while VR applications are experiential virtual
products with several unique characteristics, i.e., immersion and
sickness. Therefore, to better explore the impact of potential unique
features of VR applications on the usefulness of reviews, this paper
aims to use online consumer reviews to identify potential and unique
features for VR applications and take into account these variables
such as textual topic features and digital confounding to predict the
review usefulness. This has not been explored yet in the previous
studies. Fig. 1 shows a sample of the VR applications. In the context
of this research, consumers share their reviews on different aspects
of the VR applications they purchased on the platform. This allows
us to capture potential textual features in VR application reviews.
To obtain the interpretable features in online reviews, we use a topic
model technique to identify the potential signals that may affect the
usefulness of reviews in the VR context. With the rapid growth of
user-generated content (UGC), topic models have become prevailing
tools to explore and extract insights from textual data [8]. This
paper applies the most widely used topic modeling technique, Latent
Dirichlet Allocation (LDA) [9], to discover specific features for VR
applications. Compared with other text analysis methods, LDA can
analyze the text without human intervention. To assess the impact
of different topic features on the usefulness of reviews, we select
a DoWhy framework [10] for causal inference. This framework
can separate the identification of causality from the estimation of
correlation, which makes it capable of handling complex causality.
Fig. 2 shows the model framework. In the first stage, the proposed
framework uses a standard topic model for topic feature extraction.
In the second stage, we use causal inference methods to predict
review usefulness by combining the estimated topic features infor-
mation of each VR application review with confounders.
The main contributions of this paper can be summarized in the
following three aspects:

• To the best of our knowledge, we are the first to propose a
model framework that fuses topic features, numeric features,
and numeric confounders to predict review usefulness in the
VR context. The proposed method is a two-stage framework,
namely the topic-causal regression model.

• We combine the topic model’s advantage of extracting top-
ics with causal inference to evaluate the causal relationship
between causal variables.

• We collect the dataset about the VR application from Oculus.

Figure 3: Topic-causal regression model

The experimental results help people understand the extent to
which different topics affect the usefulness of reviews when
controlling for intervention variables. And it also deepens VR
product managers to judge the usefulness of online reviews.

2 RELATED WORK

We organize the related literature into the following two aspects:
User behavior in VR scenarios: At present, due to the wide applica-
tion of VR in the field of marketing, a large number of studies focus
on consumer behavior in VR scenarios. Xi and Hamari [11] eval-
uated the impact of virtual reality and related stimuli on consumer
psychology and behavior in a shopping context. Han et al. [12]
argued that the consumer flow experiences (e.g., e. telepresence,
challenge, and control) positively affect consumers’ technology ac-
ceptance. Yang et al. [13] proposed a topic model to identify several
meaningful features for VR reviews, e.g., challenge, immersive, and
sickness. Alzayat and Lee [14] found that a VR retail environment
(vs. an online retail website) ) positively affects hedonic consump-
tion.
Review helpfulness: Customers often depend on different kinds of
online reviews to make the decision when they are going to purchase.
The assessment of review helpfulness can help online platforms to
present consumers with more useful information. Both academia
and industry have paid close attention to the helpfulness prediction
for reviews. For example, Du et al. [15] proposed an end-to-end
deep learning method via introducing the context clues inferred from
reviews’ neighbors. Fan et al. [16] proposed an end-to-end deep
neural architecture that is fed by both the raw text of its reviews
and the metadata of a product to obtain product-aware review rep-
resentations for helpfulness prediction. By comparison, this paper
focuses on helpfulness prediction in the VR context. We attempt
to use the topic model to extract the specific topic features related
to VR products and then use the causal inference to predict the re-
view usefulness fed by topic features, numerical features, and other
confounder factors.

3 MODEL
The topic-causal regression model proposed in this paper is shown in
Fig. 3. To describe the model in detail, we give the research problem
in Section 3.1. In Section 3.2, the modeling and inference processes
for the model are introduced.

3.1 Problem Formulation
Suppose we have a corpus D = (d1,d2, . . . ,dM) of user reviews
about VR applications and M is the number of reviews. Each
review dm in the corpus is represented by a word tuple wm =
(wm1,wm2, . . . ,wmNm) , where each word wmn ∈ {1,2,3, . . . ,V} and
V are sets of vocabularies for reviews. Let z ∈ [1,K] be a topic
indicator variable. For each review, we use θm to describe the
review-topic distribution, and φk to describe the topic-word distri-
bution. C denotes the confounders and Y = (y1,y2, · · · ,yM) denotes
the helpfulness of all reviews. α and β are the Dirichlet priors. T
denotes the treatment variables for causal inference. U denotes the
unobserved confounders.
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3.2 Learning and inference
3.2.1 Topic discovery
We first use the LDA model to discover the hidden semantic infor-
mation in VR application reviews. The LDA model is a probabilistic
generative model that assumes each document is a mixture of topics
and each topic is multinomial over a fixed word vocabulary. In the
LDA model, the topic distribution θm is sampled from a Dirichlet
distribution with K-dimensional parameters. Based on the topic
distribution θm , we then draw the topic assignment zmn for the word
wmn in review dm using a multinomial distribution. Using the topic
assignment zmn , we can draw the word wmn from a multinomial
distribution φzmn . For the topic-word distribution φk , it is sampled
from Dirichlet distribution with V-dimensional parameters. By re-
peating the above process, we can generate all reviews related to VR
applications. The generation process of the LDA can be summarized
as follows:

• For each topic k , draw a topic-word distribution φk ∼
Dirichlet(β )

• For each review m ,

– Draw the topic distribution θm ∼ Dirichlet(α) ,

– For each review n ,

* Draw a topic zmn ∼Multinomial (θm) ,

* Draw a word wmn ∼Multinomial (φzmn),

We used the Gibbs sampling method for model inference, and the
sampling process is as follows:

p(zmn = k | wmn = v,wm,¬n,zm,¬n)∝
Nmk,¬n +α

∑K
k=1 Nmk,¬n +α

Nkv,¬n +β
∑V

v=1 Nkv,¬n +β
(1)

After converging the above sampling steps, the latent parameters
and can be estimated using the following formula:

θmk =
Nmk +α

∑K
k=1 Nmk +α

(2)

φkv =
Nkv +β

∑V
v=1 Nkv +β

(3)

Nmk represents the number of words that are assigned topic k in
review m. Nkv represents the number of word v that are assigned
topic k. ¬n means to remove the word with subscript n.

3.2.2 Causal Estimation
Causal inference is the process of concluding the causal relation-
ships using the conditions under the results occurring [17]. Sev-
eral frameworks have been designed for causal inference, including
the potential outcome framework (POF) and the Structural Causal
Model (SCM) [17]. In this paper, we choose a classical causal
model, namely DoWhy, to explore the relationships between topic
features and helpfulness for VR applications. DoWhy combines the
advantages of the POF and SCM. Specifically, DoWhy contains four
key steps for causal analysis: model, identify, estimate, and refute.

• Model: We first identify our research problem which is to
explore the relationships between topic features and helpful-
ness for VR applications. Then we construct an underlying
causal graphical model to deal with this problem. In Figure
4, we give the causal graphical model. Specifically, c1 and c2

indicates the review rating and the review length, respectively.
c3 denotes the holistic ratings for VR applications. A solid
arrow means that changing the value of a variable (e.g., z) may
change the distribution of helpfulness y. U denotes the random
variables. Thus, based on Figure 4, we can make each causal
assumption explicitly.

Figure 4: The causal model

• Identify: Based on the causal graph in Fig. 4, the DoWhy can
find all possible ways to test a causal effect between the topic
features and helpfulness. Specifically, in this step, it applies
graph-based criteria and do-calculus to identify expressions
that can test the causal effect.

• Estimate: In this step, we use backdoor adjustment to block
backdoor paths in the DoWhy framework. Due to the existence
of counterfactuals, we can never observe the treatment effect
and the untreated effect of the VR review, simultaneously.
Therefore, we adopt the EconML and CausalML packages
to estimate the average treatment effect (ATE) to measure
the causal effect instead. In this process, we choose a linear
regression:

AT E = E[Y |do(T = 1)−Y |do(T = 0)] (4)

• Refute: To verify an effect estimate from a causal estimator,
we refute the obtained estimate by implementing three robust-
ness checks: adding random common cause as a confounder,
Placebo treatment, and data subset validation.

4 EXPERIMENT

In this section, we present experimental results on a VR application
dataset from Oculus. We first describe the dataset in detail. We then
use the method described in Section 3.2.1 for topic extraction and
the method described in Section 3.2.2 for causal inference. Finally,
we give the influence weights of different topics on the helpfulness
of VR application reviews.

4.1 Data Descriptions
VR applications, as the representative virtual products, have more
unique features than those of traditional e-commerce products, e.g.,
clothing. We select one of the most representative E-commerce
platforms for the transaction of VR applications, namely Oculus.
Consumers who have purchased a VR application on Oculus, can
make comments on this application. This guarantees the credibility
and authenticity of the data sources. We collect nearly 200,000
reviews, review ratings, and other related data from the Oculus
platform. We use the following steps to preprocess the data set. First,
we convert all reviews to lowercase. Second, to avoid the influence
of irrelevant factors, we remove punctuations and frequent words
in the reviews, as well as other non-English characters (e.g., URL,
Chinese). Finally, we retain reviews containing at least 5 words.
To reduce computing overhead, we only select 50,000 reviews in a
randomized form as the experimental dataset.
Table 1 shows the descriptive statistics of our final dataset. There
are 18.98 words per review on average. We regard the helpfulness
prediction task as a classification task that discretizes the number
of total helpfulness to intervals to represent the helpfulness levels
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Table 1: Data description and statistics

Statistic Number

Number of reviews 50,000

Mean 18.98

Standard deviation 9.60

Maximum 336

of online reviews. We divide the overall helpfulness of reviews into
four categories based on the quantitative distribution: [0, 3], [4, 7],
[8, 11], [12, ∞].

4.2 Topic Results
For topic models, there are no fixed rules for the setting of parameter
values. However, previous studies [18] have proved that the em-
pirical method can help us to better determine the parameter value.
Therefore, we set hyperparameters to α = 50/K and β = 0.1. We
differ in the number of topics to infer the topic model. We use the
perplexity score [9] to assess the predictive performance of the topic
model. According to the results of the perplexity score, we set the
topic model with 30 topics.

Table 2: Topics discovered by LDA

Topic1 Topic6 Topic13 Topic19 Topic22

download room ball world scare

install world table beautiful scary

issue chat tennis art watch

account talk hit show jump

problem community physics life door

error social throw visual wait

version meet pinball environment fear

purchase join bowling explore horror

load multiplayer sport interesting guy

connect vrchat racket scene face

Due to space constraints, this paper only lists five representative
topics in Table 2. From the topic results, we note the LDA model
can identify a set of interpretive topics. For example, topic 1 is
related to the installation problem of VR applications, and the re-
lated semantic words contain ”download,” ”install,” ”issue”, and
”version.” Topic 6 is related to the social functions provided in VR
applications, as evidenced by the semantic words ”room,” ”world,”
”chat,” ”talk,” and ”community.” Topic 13 is related to the category
of VR applications, including “ball,” “tennis,” “hit” and “pinball.”
Topic 19 is related to the VR visual environment. Topic 22 is related
to the virtual scene experience of VR applications, as evidenced by
the semantic words “scare,” “scary,” “watch,” and “fear.”

4.3 Results of Causal Inference
We use the method introduced in Section 3.2.2 to estimate the causal
effect by exploiting the DoWhy framework for causal inference.
DoWhy combines the graph model of causal inference with the
potential outcome model. Specifically, the expression of a causal
effect is identified by the criterion of the graph. Then the hypothesis
is modeled by do-integral. Finally, the non-parametric causal effect
can be calculated. The experimental results are shown in Table 3.
As shown in Table 3, we obtain an average estimate of -0.27, which
denotes that the expected value of review helpfulness decreases by

Table 3: Performance of the causal inference

Estimated: -0.27 Accuracy: %45.12

category precision recall f1-score

0 0.46 0.44 0.45

1 0.41 0.48 0.44

2 0.60 0.43 0.50

3 0.47 0.63 0.53

about 27%. At the same time, we test the prediction performance of
the model on three evaluation metrics: precision, recall, and f1-score.
The results show that our model achieves good prediction.
In addition, we design three additional experiments to verify the
topic-causal regression model’s robustness. First, We randomly add
a confounder to the model and set its coefficient to zero. If the
assumption is correct, the causal effect after adding the random
confounder is similar to that of the initial model. And its p-value
should be greater than 0.05, revealing the null hypothesis with a
coefficient of zero cannot be rejected. For the second experiment,
we replace the true treatment variable T with an independent random
variable. And the causal effect should be close to zero if the model
assumptions are correct. For the third experiment, we randomly
select the subset of the dataset. If the assumptions of the model
are correct, there should be no significant change in causal effects.
Table 4 gives the results of robustness checks. From Table 4, we
note that the p-value for the first experiment is 0.46, revealing that
adding an independent random variable has no significant impact on
the helpfulness prediction for VR application. From the results of
the second experiment, we find that its estimated effect is 2*10-3
that close to zero, revealing that we cannot effectively predict the
helpfulness of VR applications after replacing with random variables.
For the results of the third experiment, we note that the estimated
effect does not change significantly when we use a randomly selected
subset. In summary, the proposed model helps us to estimate the
effect between topic features and the helpfulness of VR applications.

Table 4: Results of Robustness Checks

Method Estimated effect p-value

Adding a confounder -0.27 0.46

Placebo Treatment 2*10-3 0.48

Data Subset Validation -0.27 0.49

We give the weight of text topic features for the helpfulness of VR
application reviews. As shown in Fig. 5, the top five topics have
a significant impact on the helpfulness of VR application reviews.
These topics include installation (topic 1), price (topic 2), immersion
(topic 10), control (topic 16), and visual environment (topic 19). We
find that the importance of topic 1 is greater than that of other topics.
It reveals many consumers pay more attention to the download and
installation of VR applications. The underlying reason behind this
is that the installation is the first step for users to experience VR
applications.

5 CONCLUSIONS

In this paper, we propose a framework that combines topic modeling
with causal inference for helpfulness prediction in the VR context.
We focus on the joint analysis of topic features, numeric features, and
several confounders. To better illustrate the predictive performance
of the model, we first use the three evaluation metrics to evaluate
the model. To test the robustness of the model, we also design three
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Figure 5: The topic features importance

additional experiments. We construct these experiments on a new
dataset from the Oculus platform. The experimental results show
that the model can identify a set of meaningful topic features, and
the identified topic features have a certain effect on the helpfulness
of reviews. Therefore, predicting the helpfulness of reviews should
consider the topic features related to VR context, e.g., immersive,
control, and visual environment. In the future, we can design a
unified modeling framework that incorporates both textual data and
numerical data for modeling the helpfulness of VR applications, and
jointly infer all model parameters.
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