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The Ritz upper bound to eigenvalues of Hermitian operators
is essential for many applications in science. It is a staple of
quantum chemistry and physics computations. The lower bound
devised by Temple in 1928 [G. Temple, Proc. R. Soc. A Math.
Phys. Eng. Sci. 119, 276-293 (1928)] is not, since it converges
too slowly. The need for a good lower-bound theorem and algo-
rithm cannot be overstated, since an upper bound alone is not
sufficient for determining differences between eigenvalues such
as tunneling splittings and spectral features. In this paper, after
90 y, we derive a generalization and improvement of Temple’s
lower bound. Numerical examples based on implementation of
the Lanczos tridiagonalization are provided for nontrivial lattice
model Hamiltonians, exemplifying convergence over a range of
13 orders of magnitude. This lower bound is typically at least
one order of magnitude better than Temple’s result. Its rate of
convergence is comparable to that of the Ritz upper bound. It
is not limited to ground states. These results complement Ritz's
upper bound and may turn the computation of lower bounds
into a staple of eigenvalue and spectral problems in physics and
chemistry.

energy eigenstates | lower bound | quantum chemistry | lattice models

he Ritz upper bound to eigenvalues (1) of operators is an

essential part of any advanced quantum mechanics course
(2) for obvious reasons. It is fundamental for computation of
energy eigenstates and used extensively in physics and chemistry.
Deriving a lower-bound theorem which would converge to the
numerically exact eigenvalue at the same rate as the Ritz upper
bound is a challenge that has remained open but is of interest
to practically anyone computing eigenvalues and for many rea-
sons. It would provide a rigorous estimate to the accuracy of the
approximate upper-bound computation. Without knowledge of
a lower bound it is impossible to bound eigenvalue differences,
needed for spectra and tunneling splittings.

Temple (3) presented a lower-bound theorem for the eigen-
values in 1928; however, its rate of convergence is highly unsat-
isfactory; in some cases it is orders of magnitude slower than the
Ritz upper-bound convergence rate (4). The theorem has been
applied to higher eigenvalues, but the result for any eigenstate
depends on having a “good” lower bound for the neighboring
higher-energy state (5); however, the precise nature of this lower
bound is unknown except for the ground state. Many authors
have attempted to improve upon Temple’s result, to no avail;
a representative list may be found in refs. 5-12. In the past year
a different approach has been suggested and shown to improve
upon Temple’s method (13, 14). It improved upon Temple’s
original bound; however, to ensure rapid convergence it was
necessary to use an approximate estimate for overlap matrix
elements (14).

In this article, we present a rigorous lower-bound expres-
sion. It generalizes Temple’s formula and is not limited to
the ground-state eigenvalue. The input needed for its appli-
cation is similar to the input used for determining the par-
allel Ritz upper bound to the eigenvalue. This implies that
it becomes possible to obtain simultaneously both an upper
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and a lower bound to the eigenvalue under consideration
employing the Ritz eigenstates, although the lower-bound
method becomes more involved as one goes to higher-lying
states. The method of derivation also sheds light on some
aspects of Temple’s formula and especially its use for excited
states (7).

Application of the method makes use of the Lanczos algorithm
(15) of constructing an orthonormal basis of the Krylov subspace
(16) obtained by repeated operation of the Hamiltonian oper-
ator (denoted as H) on an initial trial state. To exemplify the
practical usefulness of the lower bound we apply it to the ground
state of some nontrivial Heisenberg (17) and Hubbard (18) lat-
tice models. Implementation of the method to excited states is
presented in SI Appendix. We find that the convergence rate and
the accuracy of the lower bound are competitive with those of
Ritz’s variational upper bound.

Lower-Bound Theory

Background. We refer all along to a Hamiltonian operator,
but from the outset it should be clear that the theory
presented is valid for any Hermitian operator with a dis-
crete spectrum. The exact eigenvalues (in increasing order)
and (normalized) eigenstates of the Hamiltonian are denoted
respectively as ¢;,|¢;),7=0,1,.... We choose an orthonor-
mal basis set {|¥;)},;cn and construct a finite L 4 1-dimensional
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representation of the Hamiltonian with the help of the projector
Py, onto the space spanned by the first L + 1 basis states,

L
PL=>Y_|¥;)(¥;| Hy=PrHP;. (1]
7=0

This finite-dimensional Hamiltonian is diagonalized. |#{*') and

)\J(L) denote its eigenvectors and eigenvalues, respectively, with
j=0,1,..L. Ritz’s variational principle (19) assures us that for
any L > 0 the resulting eigenvalues are upper bounds to the exact
ones; that is, A;L) > €.

The Hamiltonian operator may be either analytic or repre-
sented as a huge N x N matrix that cannot be numerically diag-
onalized by standard similarity transformations and/or factoriza-
tions which demand O(N?) operations. However, matrix-vector
multiplications may yet be feasible (O(N?)). The dimensional-
ity L+ 1 of the chosen orthonormal basis set would be typically
much smaller than N, so that diagonalization in this space is fast
and creates no difficulties.

Introducing Pi = |¢x) (@], the projector onto the (k+ 1)th
exact eigenstate, any of the Ritz upper bounds may also be
expressed as

MY = arer+ (1— a) A, [2]
— (oD (L) /gL 2
where a, = (9, |Pi|®; ) = (P, |¢k)|” and what we term as
the residual energy X,EL) is defined as

(@ |H — s P @)

A
k 1-— ak

[3]
For notational convenience, we have omitted the L dependence
of the coefficients aj. These coefficients are of course unknown.
The identity in Eq. 2 allows us to replace them with the unknown
residual energy since

1— ax . )\,(CL)*f-:k

__ . [4]
a A=A

The advantage of using the residual energy is that we know more
about it than about the coefficients. Due to the ordering of the
eigenvalues one may readily derive bounds to it. For example,

for the ground state, the Ritz theorem assures us that ;\éL) >

max{e1, A’} . More on this may be found in SI Appendix.

As shown below, Eq. 4, despite its simplicity, proves to be a
key identity that allows one to do away with approximate over-
laps, such as those used for instance in equation 2.22 of ref. 14.
As a result, the present lower bound is rigorous and the result-
ing expression (Eq. 13 below) is more compact and simpler to
implement.

Temple's Bound Revisited. We are interested in deriving a lower-
bound expression to the eigenvalue e;. Using the corresponding
approximate eigenvector to the k + 1th state obtained by diag-
onalizing the projected Hamiltonian Hy (L > k), we may con-
struct a normalized state @fb which lies in the orthogonal

complement of the Pr-projected space,

@y _ 1 ) _ (L)
@)= (A - 1)lef). 15]
Here,
ot n= (@ |\ - H)? o) [6]

denotes the energy variance associated with |<I>(kL) ). The construc-
tion ensures that PL|<I>(lL7)k> =0, that is, that \@fl) lies in the
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complementary space, since \<I>,(€L>> is the (k + 1)th eigenvector
of H, L.

Taking the scalar product of Eq. 5 with the exact eigenstate of
the Hamiltonian |¢x), squaring and rearranging gives a central
identity and inequality

(L) y2
2 Pk [0))
(A](CL) . 5k) :U%,k [{oxl Lk)l

ax
q k

<U%k ﬂ,i Ji |<90k|‘1)§L)>|2 i

o k oL o

The last line follows from completeness, Pr, + \<I>S_L)k> ( @S_L)k| <lI.

Eq. 7 is already instructive. The inequality sign in the second
line remains if one ignores the second term in the square brackets
(the overlap ratios). Using Eq. 4, remembering the upper-bound

property /\ECL) > ¢y, and rearranging, one obtains Temple’s lower-
bound expression

2
(L) 0Lk
2N (8]
(L) (L)
AT A

where the remaining unknown quantity is the residual energy
AP For the ground state, we already noted that A\" > &, so
that a suitable lower bound to the first excited state would give
a calculable lower bound. As is discussed below, obtaining good
estimates to the residual energy leads to significant improvement
in the quality of the lower-bound estimate.

Improved Temple's Bound. An essential improvement of Temple’s
lower bound comes from deriving practical expressions for the
overlap ratios appearing in the second line of Eq. 7. Introduc-
ing the projector onto the complementary space (), =1 — P we
note that

(ol H|25") = erlon|®) = (or | H + QuHPL|2Y).  19]
Using Eq. 5 to replace QJ—I\@;”) with —agﬂfbﬁ.), noting

that HL|<I>J<.L>> = )\](.L) |<I>J<.L>>, and rearranging Eq. 9 we find, upon
squaring,

L
SR T L L
L (o |BSE)]2
In turn, this leads to the result
2
L
orlap (W0 =) o2,
= 75 Ry [11]
ak ()\E'L)*&c) TLk
-‘IJ(L). 2
g = e ® 1 2]

ik

(el
Inserting Eq. 11 into the inequality of Eq. 7 and using Eq. 4 give
the illuminating expression

—1

(L) U%k ke 0% j (L)
e >N - |1+ E — R
(L) (L) 27k
A=A §j=0,..L ()\](L) — sk)

[13]

Since the term in brackets appearing in the denominator on the

right-hand side (r.h.s.) is larger than unity, it is evident that Eq.
13 improves upon Temple’s result (3) (Eq. 8).

To complete the improved lower-bound theory it is necessary

to know the coefficients R](kL ), If, as is the case when using the
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Lanczos method (15), one creates a tridiagonal matrix repre-
sentation of the Hamiltonian, then the only term in it that
connects the P space with the @ space is of the form
Hri1,0|%r41) (¥r|. Therefore, from the definition of the

perpendicular state (Eq. 5) we find that |(px @S_LMQ =
L 2

| (ol QuH|®F) P/} = el i) (WLl @57) 2/

o7 ;. Similarly, one also has that

o1, = (P |HQLH|®™") P = |Hppa o |(Wr|@) [ [14]

so that one readily finds that all of the coefficients Rf.,f) =1
We note that Eq. 14 is also useful for the computation of the
variances needed for implementation of the lower-bound expres-
sion (Eq. 13). The matrix element Hy11,; is known from the
Lanczos construct and the overlap [(¥ . |®; L>)|2 is obtained when
diagonalizing the (small) Lanczos tridiagonal matrix. Since the
Lanczos construct is an important element in the lower-bound
theory as presented, we provide a short review of the Lanczos
method in ST Appendix.

More generally, a sufficient condition for the coefficients R](,f )
to equal unity is that there is a single doorway state |{2) connect-
ing the P, and @y spaces in the Hamiltonian matrix (i.e., that
QLH|®) = f(P)|2) holds for any |®) in the Py, space, with f(D) a
c number) In that case the variance of the jth eigenstate follows
as o7 = |(QH|®;)|?, similarly to Eq. 14 (SI Appendix).

Practical Considerations. To implement the theory it is necessary
to address two further issues: 1) To obtain a numerical value for
the r.h.s. of Eq. 13 it seems to be necessary to know the eigen-
value (e) that we want to bound. 2) One has to specify how to

estimate the residual energy ;\;L) (defined in Eq. 3).

With regard to issue 1 we note that if one knows a lower
bound to the eigenvalue, then one can use it (under reason-
able circumstances, as discussed below) in the expression to
obtain an improved lower bound. Then one iterates the result
by inserting the new lower bound on the r.h.s until convergence.
Specifically, consider first the ground state and a basis with a
single state L =0. The sums disappear and one regains Tem-
ple’s lower bound for the ground-state energy which we denote
as 5<—0,)o- Here, the minus subscript implies a lower bound, the
zero subscript is for the ground state, and the (0) superscript
notes that the lower bound was obtained with only one basis
state. Increasing the space to two states, it becomes possible

to replace o on the r.h.s. of Eq. 13 with the known s<_0’)0 since

for any j > > 1 L>1, )\(L) g0 < )\(L) (0) . This enables us to

estimate ¢! o from Eq. 13. We may now relnsert e ) into the
r.hs. to further improve the lower bound and iterate unt11 con-
vergence. We then have for the ground state the lower-bound
expression

—1

U%o - 2
— E . [15]
)\(()L) _ )\éL) = ()\(L) (7L)0>

This procedure may be implemented for any eigenvalue but
one must be careful. The Ritz theorem ensures the inequality

0<AY —ep <A — eV for j=k+1,...,L For j<k—1

there is no guarantee that ¢, > )\]@). But if the basis set is suf-

€0 2 )\[()L) —

ficiently large and the change of the approximate energy )\§C +)1
of the (k + 1) th state with increasing dimensionality L is much
less than the distance )\,(Ci)l )\,(CL), one may well assume that
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er> AP, j=0,.. . k—1LThen0< e, — A" <A{” — AP we
thus have the central lower-bound expression
—1
2 i#k 2
(L) 0Lk 0L,
2N - (1 Y | o el
)\I(c )~ /\/(c ) j=0,..L (A](L) — p](kL))

where u(L) /\(L for j < k and py, = &) . otherwise.
There remains issue 2, the resolution of the residual energy

XECL). As usually implemented for Temple’s lower bound (4), it
suffices to obtain a lower bound for this residual energy. For the

ground state we already noted that /_\(()L) > max{\o, &1} so thata
straightforward procedure is to use Weinstein’s lower bound (20)

for the first excited-state energy; that is, £1 > /\gL) —or1.
Even for the ground state, there remains a small point to

be clarified. Weinstein’s lower bound is valid when )\gL) <
(e1+22)/2 (20, 21). How does one objectively know that this

condition is obeyed? It is trivial to see that ;\ém > )\(()L) SO one may

set XéL) to be incrementally larger than Aé”. As one increases the
size of the basis set it is to be expected that also the Ritz estimate

for the first excited state ,\§L> will become sufficiently accurate
so that it would become possible to switch to the Weinstein
lower bound. One may identify the point at which this happens
by following the magnitude of the Weinstein lower bound at
each increase of the basis set. At first, increasing the basis set

will rapidly lower the first excited-state eigenvalue A(IL). When it
becomes quite accurate, one expects that also the variance asso-
ciated with it will become smaller so that the Weinstein lower
bound will start increasing with increasing L. From this point
onward one may assume with some certainty that the Weinstein
lower bound is valid. As the computation proceeds with increas-
ing dimensionality, one may further improve upon the Weinstein
estimate by using the lower bound obtained for the first excited
state (Eq. 16). However, it is not known in general that S\,E,L) >
€k+1 so that for £ > 1 one needs more sophistication for evaluat-
ing a lower bound for the residual energy. This is presented in ST
Appendix.

Implementation to Lattice Models

To illustrate the proposed lower-bound method for the ground
state as given in Eq. 15 we applied it to some nontrivial Heisen-
berg and Hubbard lattice models of reasonable size such that
they may be converged numerically with the iterative Lanczos
diagonalization approach (22, 23) (Computational Methods and
Models). This convergence amounts to a full diagonalization of
the problem, i.e., a full configuration-interaction calculation.
The procedure used to obtain a lower bound for the residual

energy 5\(()“ is shown in Fig. 1. Fig. 1, Left and Fig. 1, Right corre-
spond, respectively, to an antiferromagnetic Heisenberg model
with exchange coupling J and a Hubbard model with hopping
energy ¢ and on-site Coulomb repulsion U = 4¢. These two mod-
els are sketched in Fig. 2. The open circles in Fig. 1 show the
Ritz eigenvalues as functions of the dimensionality of the basis
set for the lowest few states. The dashed lines in Fig. 1 show the
Weinstein lower bounds for the ground and first excited states.
One notes how initially these lower bounds drop rapidly with
increasing L and then start increasing. In both cases the recur-
sion was started from a random initial vector, a rather poor
approximation to the ground state. Several tens of iterations
are needed before even the Ritz upper bounds become mean-
ingful. The resulting lower bounds used for the residual energy

XE]L) are shown as the red symbols in Fig. 1. As discussed above,
initially the estimate is taken to be incrementally larger than
the ground-state energy; then after finding a minimum in the
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Fig. 1. The procedure used to estimate the residual energy. Open circles
connected by solid lines show the lowest Lanczos eigenvalues as functions
of the dimensionality L. The dashed lines are the Weinstein lower bounds to
the ground-state and first excited-state energies. The red symbols show our
choice of the lower bound to the residual energy \o. Left and Right pan-
els, respectively, show the results for the Heisenberg and Hubbard models
depicted in Fig. 2. Energies are in units of the exchange coupling J (Left) and
in units of the hopping integral t (Right).

Weinstein lower bound as a function of L we switch to the
Weinstein lower bound.

The accuracy of the lower bound to the ground-state energy is
compared with the accuracy of the Ritz upper bound in Fig. 3.
The distance from the converged energy is plotted on a logarith-
mic scale as a function of the dimensionality of the Lanczos basis
set, for both the upper and the lower bound. In Fig. 3, Top Left
and Top Right correspond to the same two models considered
in Fig. 1. Both Top Left and Top Right show that the conver-
gence rates of the lower and upper bounds are essentially the
same: As soon as Weinstein’s lower bound for the first excited
state becomes a reliable lower bound to the residual energy )\é
(this occurs at L~ 30 and 50, for Fig. 3, Top Left and Top Right,
respectively), the ground-state lower bound provided by Eq. 15
becomes comparable in accuracy to the Ritz upper bound. The
lower bounds for the Heisenberg square lattice (Fig. 3, Top Left)
are somewhat more accurate than for the Hubbard square lattice
(Fig. 3, Top Right) which gives the worst lower bounds out of all
of the various models we considered, most likely because of the
small energy gap involved (Fig. 1). Further results are presented
in SI Appendix, Figs. S2-S5, showing accuracy similar or superior
to that shown in Fig. 3, Left column.

Can one further improve the lower-bound estimate? As shown
in Fig. 3, Botttom Left and Bottom Right, when using the numer-
ically exact value of the residual energy, the lower-bound error
becomes smaller than the upper-bound error. Of course, know-
ing the exact residual energy is the same as knowing the exact
eigenvalue. This is of little practical use; however, the com-
parison shows that any further improvement in estimation of
the residual energy will lead to even better improvement of

the lower-bound estimate. Stated differently, the fundamental
inequality of Eq. 7, on which our lower-bound theory relies, is
tighter than the truncation error accompanying the Ritz esti-
mate, and the quality of the proposed lower bounds can in
principle exceed that of the upper ones.

The results presented in Fig. 3 are on a logarithmic scale,
showing that the convergence rate of the upper and lower bounds
is similar. In Fig. 4, Left we plot the ratio of the lower- to upper-
bound errors as a function of the logarithm of the error of the
upper bound. One notes that over a region of 10 decades the
ratio stays quite constant and in most cases is less than 5, attesting
to the quality of the lower bound. Fig. 4, Right shows the ratio of

the difference between Temple’s lower bound (based on \<I>(()L)>

and using the same lower bound for the residual energy ;\ém) and
the improved lower bound of Eq. 15 to the error in the upper
bound. This ratio is also plotted as a function of the error in the
upper-bound Ritz estimate. The gain in accuracy coming from
the implementation of Eq. 15 is considerable, especially in light
of the minor additional effort required to evaluate it. This com-
parison clearly demonstrates the improvement due to the present
generalization of Temple’s lower bound.

Inspection of the results shows that the quality of the lower
bound depends on the system studied. Two factors control the
quality of the lower bound. One is the magnitude of the vari-
ances. The more important one is the estimate of the residual
energy. In all of the computations we used the Weinstein lower
bound for the first excited-state energy and the property that
the residual energy is larger than the first excited-state energy.
In reality the residual energy may be much larger than the first
excited-state energy, as is the case for the Hubbard square lattice
model studied here.

In the cases presented in this paper, the error ratio of the lower
bound to the Ritz upper bound is typically less than a factor of 5,
and in the worst case it is a factor of 20. The improvement over
Temple’s lower bound is typically an order of magnitude or more.
These results were also obtained for a variety of lattice models as
reported in SI Appendix. They may thus be considered as charac-
teristic for these models. The central difficulty is in the estimate

of the residual energy ;\E)L). As shown in Fig. 3 when one uses
the numerically exact values, the lower-bound error becomes
smaller than the upper-bound error. Further improvements in
the estimate of the residual energy are possible, especially when
obtaining also estimates on the upper and lower bounds for the
first few excited states as discussed in ST Appendix.

Summary and Conclusions

We have presented a rigorous systematic improvement over the
90-y-old Temple lower bound. The improved lower bound is
tight, converging as fast as the upper bound for a variety of lattice
models, even though the numerics are initiated with a random
vector. The applications here were limited to models which may
still be converged numerically to the exact answer to show the
efficacy of the method, but just as the Ritz result is useful as an
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Fig. 2. Schematics illustrating the models considered in the main text. (Left) We show the 5 X 6 unit cell of the antiferromagnetic Heisenberg square lattice
model with exchange coupling J. (Right) We sketch the 4 x 4 unit cell of the Hubbard square lattice model at half-filling. In this case t is the hopping energy

and U the Coulomb repulsion. Shaded objects represent periodic images.
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upper bound even when strict diagonalization is no longer possi-
ble, so is the case for the lower-bound expression presented here.
The lower-bound estimates may also be used to speed up inverse
iteration methods for computing accurate eigenvectors and thus
physical properties (through, e.g., the one- and two-body Green’s
functions). The information needed is essentially the same as for
the upper bounds so that one may obtain simultaneously upper
and lower bounds. The gain is a quantitative estimate of the accu-
racy of a given computation, which is of paramount importance
when convergence is out of reach.

The uses of the method go beyond lattice models; for exam-
ple, one may obtain estimates on rovibrational energy levels
of molecules (24) and tunneling splittings. Having good upper
and lower bounds for a given eigenvalue enables one to obtain
also upper and lower bounds on level differences, which are
important when considering spectra, tunneling splittings, energy
barriers, or reaction energies.

There is reason to believe that the method would be use-
ful also for energies of real atoms and molecules. In principle
the Coulomb potential usually cause matrix elements such as
(W|H"|W) to diverge for n > 3, invalidating the straightforward
application of the Lanczos method. However, in most applica-
tions, one uses a simple one-electron basis set (typically, an atom-
centered set of Gaussians) to create the Hamiltonian matrix,
thereby smoothing the Coulomb cusps and turning the prob-
lem into a basis-set convergence issue (25). This is analogous
to the situation with Hubbard models as studied in this paper.
Diagonalization of such a large matrix becomes prohibitive when
increasing the size of the system, but a limited number of matrix—
vector multiplications are still possible. In contrast to other
O(N?) methods such as the Jacobi-Davidson algorithm (26, 27),

10 T T 10
o—o Upper bound
10_3 E o—o Lower bound 0_3 E
- 10°F =4 = 10°F
@ E E 4 E
< 10°F SRS
10" F s 10" F
15 B ik 15 B
7% 30 6 90 0

AelJ

Fig. 3. Comparison of the ratio of the error of the lower bound to that of
the upper bound as a function of the dimensionality L of the Lanczos iter-
ation. Top Left corresponds to the 5 x 6 Heisenberg model and Top Right
to the 4 x 4 Hubbard model. Gray and blue symbols show the upper- and
lower-bound errors, respectively. Bottom Left and Bottom Right provide a
close-up of Top Left and Top Right, showing also as the red lines the error
in the lower-bound estimate when using the numerically exact value of the
residual energy 2.
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Fig. 4. (Left) The lower- to upper-bound error ratio for different n x m
Hubbard models at half-filling, as indicated, with U =4t as a function of
the error of the Ritz estimate. (Right) The ratio of the difference between
Temple's (1) lower bound and the improved (g;) lower bound of Eq. 15 to
the error in the upper bound is plotted as a function of the Ritz estimate.

here, the upper and lower bounds tell us when the accuracy is suf-
ficient, thus enabling a reduction in the number of matrix—vector
multiplications that need to be performed.

In this paper we have limited ourselves to the computation
of the ground-state energy, using the Weinstein lower bound
to the first excited-state energy as a lower-bound estimate of
the residual energy. This may be significantly improved if one
also computes lower bounds to the higher-lying states using
the present methodology instead of the Weinstein lower bound
and then modifying the residual energy estimate. Computational
examples for higher-lying states will be presented in future work.

In summary, the theory and results presented in this paper
indicate that in the future, lower bounds may be as impor-
tant as upper bounds when computing eigenvalues of Hermitian
operators.

Computational Methods and Models

Lanczos calculations were performed with the H® program
package (22) which is based on the Lanczos-type eigenvalue solu-
tion. It is applicable to a broad range of quantum lattice models,
i.e., arbitrary quantum lattice models with two-body interactions,
including the Heisenberg, the Kitaev (28), the Hubbard, and the
Kondo (29) lattice models. We considered here two kinds of
model problems which find widespread applications in physics
and chemistry. The first one is that of a set of spin-1/2 particles
on a lattice, as described by the Heisenberg Hamiltonian

HHeisenberg =J g SiSj,
(4,5)

where s; is the spin-1/2 operator on the lattice site 4, (i,7)
stands for nearest-neighbor pairs only, and J is the coupling
(or “exchange”) constant weighting the “exchange term” s;s;.
This is the so-called Heisenberg XXX model (i.e., with isotropic
interactions) and J >0 (J < 0) for an antiferromagnetic (ferro-
magnetic) system. Its ground state is trivial for J < 0, for which
a simple calculation shows that the parallel spin configuration is
an eigenstate of the Hamiltonian and it has the smallest possible
energy. It is less trivial for J >0, which is the case considered
in this work, since the “classical” antiferromagnetically ordered
configuration is destroyed by the quantum fluctuations™; as a con-
sequence, the spins tend to entangle in pairs and the “bonding
pattern” fluctuates through the lattice. The lattice plays a dis-
tinctive role in this context, since it may introduce geometrical

*These are suppressed in the ferromagnetic case since the cross terms s,.i sj:F annihilate
the ground state.
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frustration in the system as happens, for instance, in the case of
“triangular” lattices.

The second problem is the so-called Hubbard model described
by the (second-quantization) Hamiltonian

_ t t
Hiubbara = € E CioClo =t ) Ciocj,+ Unigngy,

4,0 (4.3)

where ¢ identifies the (equivalent) lattice sites, cjy(, (ci,o) cre-
ates (destroys) an electron in site 7 with spin o=1,{, n; - =
cfﬁci,a is the number operator for the spin state o on site
i, € is the “on-site” energy (conveniently set to zero in our
case), ¢ is the hopping energy between nearest neighbors, and
U >0 is the Coulomb repulsion experienced by two electrons
placed in the same site. This is probably the most important
and famous lattice model of interacting electrons (here in its
simplest version with one orbital per site and a purely local
interaction term) and the simplest one describing the fundamen-
tal competition between the kinetic (¢) and the interaction (U)
energy. When the latter prevails (U >> t), if there is one electron
per site (“half-filling”), the average site occupancy is one with
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