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Personal Computer
Why do we care about data movement and management?


UNIX is unforgiving.
Clusters are shared space.


Don’t want to:
Lose data
Spend oodles of grant money on computational resources
Spend lots of valuable time moving things about or figuring out where/what they are.
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Data Servers
Congratulations!  You now have a ton of data!  

Soooo…. how do you move it?
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Data Servers
These files tend to be very large:
Take a long time to transfer
Security is a concern with raw data
Can get interrupted



Personal Computer



Data Servers
ftp: file transfer protocol. Moves data across two computers, either on command line (ftp) or through a program with a GUI (Filezilla, WinSCP). 

Similar to ssh, it will give you access to the filesystem (cd, ls, mkdir), but also allows data movement from home machine.
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Data Servers
ftp: file transfer protocol. 

Login:
ftp computer #will then ask for u/p

Copy a file:
Similar to: cp <source> <destination>
get file1 location/on/home/file.rename
put file1 location/on/server/file.rename

mget file* location/on/home/
mput file* location/on/server/

You can often do this from a browser as well, and then use “wget”.  HOWEVER, not terribly secure, as data is not encrypted!



Personal Computer



Data Servers
scp: secure copy, much like secure shell (ssh).  Moves data across two computers, data is encrypted.

Similar to: 
cp <source> <destination>

From home machine to cluster:
scp file1 username@computer.edu:loc/for/file

From cluster to home machine:
scp username@computer.edu:loc/of/file filename
This will go down in flames if interrupted!!



Personal Computer



Data Servers
sftp: secure ftp.  Encrypted version of ftp, not available on all machines.

Login:
sftp machine #will then ask for u/p
Commands are the same as ftp!


This will still go down in flames if interrupted (sometimes).
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Data Servers
rsync: syncs two filesystems and only moves what’s needed.  Files and directories are encrypted, and “updated” as desired.

Dry run:
rsync –nav ~/data user@computer:~/data

Perform:
rsync –av ~/data user@computer:~/data


This is robust to network interruptions!



9

Summary

scp – great for small transfers
sftp – great if you need to manage directories etc.
ftp - okay if not worried about security, sftp isn’t available, or if you want a GUI
rsync – good for unstable connection*


Note: rsync not available for Windows, usually use sftp or ftp
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NCGAS
Computational Resources
(Clusters, etc.)
Same!
It’s a good idea to use md5sum to check completion/corruption

$md5sum file1.fq
283158c7da8c0ada74502794fa8745eb file1.fq

The correct sum will usually be given to you by data server, or you can check them both to make sure they match!
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Data Servers
Computational Resources
(Clusters, etc.)
However, sometimes the files are too large for your laptop…



NCGAS
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Data Servers
Computational Resources
(Clusters, etc.)




NCGAS
You can also ssh into a cluster and then scp/ftp/etc. using the cluster as your “home” destination… 
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Data Servers
Computational Resources
(Clusters, etc.)



NCGAS
However, much more elegant programs exist (globus, aspera) that allow browser based transfer of data.  

The servers must have these third party programs installed.  See link at end for more info on set up, etc.
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Data Servers
Computational Resources
(Clusters, etc.)

Data Archive



NCGAS


Why do we bother?



















Computational Resources
(Clusters, etc.)

Data Archive



NCGAS

$$$$
Fast
$$$
Slower
$
Inconvenient unstable
$
Secure, Stable, Very Slow
The CPU doesn’t need fast access to data that is just sitting.  The data does need to be stable and secure!!
Files you are using need to process reasonably fast. 
But this space fills up fast and is expensive!!!


Computational Resources
(Clusters, etc.)

Data Archive
Archives are not clusters…

And you cannot move files the same way.  

module load hpss
hsi        

The commands for hsi interface are a bit different than standard UNIX commands.  The major ones you will need are listed below:
 
ls -lB     #list the files, with human readable sizes
put file  #copy file to SDA
get file  #copy file off of SDA
rm file   #remove it from the SDA
exit       #exit back to where you were



NCGAS


Computational Resources
(Clusters, etc.)

Data Archive
Archives are not clusters…

You can compress and move at the same time (it is faster), and check to make sure it all worked: 

htar -cv -Hverify=paranoid -f <tar name to be created> <files to include>   

You can also run the same checks on existing files: 
htar -kv -f <existing tarfile>

This will report name, size, and other information of the file.  This size information can be crosschecked with the files size of the original.



NCGAS


There is no need to archive every single file generated.  Typically files that you may want to archive:

Raw data – tar by project and archive.
Output from analyses that took a long time to do
Output from resources you may not have access to in the future (licensed software)
Output that depends on random number generation that would not be exactly replicated
Computational Resources
(Clusters, etc.)

Data Archive



NCGAS


There is no need to archive every single file generated.  Files that are less necessary to archive:

Files that are easily regenerated – if you can regenerate intermediate files in ~1 day.  It can be easier to remake the files rather than archive and find it at a later time.
Computational Resources
(Clusters, etc.)

Data Archive



NCGAS


Computational Resources
(Clusters, etc.)

Public Archive
There are also public archives.  These usually require special tools (sra-tools, etc.) or protocols, but they are always posted and usually painless.

i.e.: module load sra-toolkit/2.3.5-2
fastq-dump SRR60405



NCGAS



Personal Computer



Data Servers
Computational Resources
(Clusters, etc.)

Data Archive

Public Archive



NCGAS
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Personal Computer



Data Servers
Computational Resources
(Clusters, etc.)

Data Archive

Public Archive
scp, ftp, rsync, globus, aspera, truck
scp, ftp, sftp, rsync 
scp, ftp, sftp, rsync
hsi, htar
custom



NCGAS


Data Management – Permissions Revisited
$ ls -lh
-rw-rw----	ss93	hpctrn	34GB	Jun	8	2016	file1.fq



Data Management – Permissions Revisited



				drwxr-xr-x


directory
user
group
other
$ ls -lh
-rw-rw----	ss93	hpctrn	34GB	Jun	8	2016	file1.fq
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				drwxr-xr-x


Data Management – Permissions Revisited
$ ls -lh
-rw-rw----	ss93	hpctrn	34GB	Jun	8	2016	file1.fq
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				drwxr-xr-x


read(4)
write(2)
execute(1)
chmod g+w file	-????w????	add write privileges to group
chmod 755 file	-rwxr-xr-x	executables
chmod 644 file	-rw-r--r--		write protected files
read(ls)
write
execute(cd)
Be careful here!!
Data Management – Permissions Revisited

$ ls -lh
-rw-rw----	ss93	hpctrn	34GB	Jun	8	2016	file1.fq

u
g
o
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Data Management – Permissions Revisited
$ ls -lh
-rw-rw----	ss93	hpctrn	34GB	Jun	8	2016	file1.fq


id: will list all group memberships for $USER.  If you are in “hpstrn” (you are) you would have read and write access to this file!

chgrp: will change group of folder – how do you learn this command?
owner
(user)
group




u
g


Data Management - Sharing Data
Problem: My PI gave me group permissions to the data folder… but I still cannot get into it…
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Think of the file system as a physical space.
You have to move through this space based on your access.
Once you are in a rwx folder, you can do as much damage as you want.
You can ls in directories with r permission, and cd into directories with x permission.
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If you don’t have x(cd) access to a directory, YOU CANNOT move through it to areas, even if you have permission to other locations!  They are behind locked doors!
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You have to have at least x (cd) permissions for the WHOLE PATH!! No teleporting!


Data Management - Sharing Data
Problem: Okay, now that I’m in this folder.. 
What are all these files in here?  
What am I even looking at???



Solution: READMEs

#########################################
#README
#Author: Sheri Sanders
#Date: July 2016
#Purpose of folder:  Project folder for Salamander RNAseq
#
#########################################

Contents:
NOTE: Raw data archived in SalRNA.tar.gz on SDA
Trimmed/ – trimmed sequences using Trimmomatic version 5.6.0.  commands below.
Aligned/ – sequences aligned to salamander transcriptome
…

File names:
<sample><species><condition>.<read>.<analyses>
i.e. 14LatChyt.1.trimmed.filtered.aligned.bam

Commands used:
Trimming - ...
Alignment - ...
Document who to contact with questions, when this project was done, what the purpose of this file is!
This goes hand in hand with archiving – these files should be included in htar!
Include:
contents of directory
versions of software
version of code
what file names mean
commands were used!
You can only rerun code you know!

THIS WILL SAVE YOUR SANITY!!!


After you leave…
Computational resources:
	XSEDE – National Cyberinfrastructure resource
		Lab allocations available to PIs/PostDocs at US institutions
	NCGAS – clusters you used here
		Allocations available to NSF funded projects
		Includes Rstudio.iu.edu, galaxy.iu.edu, mason, karst, sda
		Free short consultations, troubleshooting
	Jetstream – New XSEDE cloud resource
		Cloud based XSEDE resource that allows you to spin up any 		virtual machine/disk image you wish!


Thanks and contacts
More information and links:
http://moo.nac.uci.edu/~hjm/HOWTO_move_data.html

Thanks to MDIBL, EnGen organizers and instructors, and NCGAS/IU
VERY special thanks to Jeff Gronek for the HPC support
Thanks for your attention

Feel free to contact me with questions! ss93@iu.edu
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