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A B S T R A C T

In this paper an overview of recent augmented reality (AR) solutions for manufacturing execution systems (MES)
is presented. The first part of the paper describes the challenges of integrating AR into MES, while the second
part focuses on custom AR solutions. The last part of the paper highlights the advantages of the proposed
approaches, as well as real life experimental results. Experiments are described in detail while the code for these
applications is made public on author’s website.

1. Introduction

The main challenges of the current manufacturing era are related to
the high industrial performance requirements with relatively fast pro-
duction life cycles and severe environmental constraints. The source of
these problems relates to the loose vertical integration of digital trends
within a manufacturing system with the natural demand for flexibility.
One of the key requirements of the manufacturing execution systems
relates to the data visualisation, for which the use of augmented/virtual
reality devices for industrial workers [1] could be an effective solution.

The augmented reality term [2] refers to the addition of virtual
objects to real world scenes in order to extend the capabilities of scene
visualisation. To achieve this, one of the main challenges of an AR
system is to align (spatially register) the objects of the real scene with
the virtual ones. Besides the entertainment market, AR in tourism, real
estate, marketing and remote maintenance is also playing an important
role [3]. Even though in the last 50 years the AR technologies emerged
continuously, their integration into the industrial applications is still
limited. This integration accelerated in the Industry 4.0 context [4,5],
mainly due to the remote assistance and maintenance applications[6].
Another boost for the integration was due to the use of digital twins for
visualisation in industrial applications. Thus, the AR technologies have
a great potential for manufacturing execution systems (MES).

Several benefits of the AR systems have been already proven re-
cently to be of major impact in MES, including safety, precision, and
learning curve of the operators. From the safety side, according to the
International Labor Organization, every minute a work accident is
happening. Thus, every step in the direction of reducing this trend is of
major impact on the human workforce. As AR has a positive impact on
safety in MES, this can reduce the rate of accidents [7].

In terms of Key Performance Indicators (KPIs), the increased pre-
cision and reduced assembly time with AR for safety critical aerospace
industry was already proved in the 90’s [8]. Thus, AR applications are
favourable for optimising the production indicators on a large scale
MES [9].

From the operators’ training point of view, a recent study [10]
highlights the fact that, with the introduction of the AR systems, the
learning curve got enhanced for the remote operators, and first-time fix
rates increased by 90%. For the assembly or remote assisted training
applications, the impact of introducing AR solutions into MES has an-
other major benefit: suggestive 3D visualisation is appropriate for the
human perception. An example of such a visualisation is visible in
Fig. 1, containing a partially assembled light bulb in the workspace of a
collaborative robot, augmented with the final view of the same object
(marked with red).

The integration of the AR techniques in MES is expected to have an
overall positive impact. In this paper, the authors highlight some recent
AR trends within MES, as well as describing use cases with different AR
devices/technologies focusing on the benefits of the integration of these
tools. These were successfully integrated into customer specific appli-
cations. Section 2 focuses on the main literature related to the AR in-
tegration into MES, while Section 3 presents typical applications in the
field of remote assistance, remote navigation, robot state monitoring
and collaborative assembly. These applications got better by integrating
AR technologies: shorter reaction time on specific events from the
connected workers side; more intuitive information representation for
different processes; reduced collaborative assembly time with a cobot
and a safer interaction with an AGV in a production system.
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2. Related work

Traditional manufacturing focuses on ensuring product quality, but
nowadays clients take quality for granted also in case of emerging tech
products. In order to stand out, the business process must adapt and
provide exceptional service, by the means of well-defined mechanisms.
The main challenges of modern manufacturing are: individualisation
(product customisation by client requirements and needs), adaptation
to market fluctuations, and the need of a strong networking with sup-
pliers and vendors [12]. By introducing digital MES flexibility, trans-
parency, responsiveness and cost efficiency was achieved. This is a
compact integration of classical techniques: production data acquisi-
tion, staff work time logging, quality assurance and finite scheduling. In
this way, MES allows fast response to events (e.g. production down-
time) and changing requirements [13].

Augmented Reality (AR) has a long history in the researcher com-
munity, focusing on visualisation technologies. This type of visualisa-
tion ensures the mixing of real and synthetic information in the same
view.

Usually, AR systems are realised using a head-mounted display
(HMD), which can have different instances such as glasses or helmets.
Besides the technical realisation, AR systems can be characterised by:
real time user interaction, combining real and virtual and aligning the
elements properly in a scene. With these characteristics, simple devices
such as smart phones or specific projectors can be considered as AR
devices as well [14]. The most important aspect of the AR devices is
related to solving real life problems, such as remote maintenance or
operator training for manufacturing applications in the context of In-
dustry 4.0 paradigm.

2.1. Current AR trends in MES

MES is a clear need for product quality assurance, along with overall
productivity. In the Industry 4.0 era commonly used tools such as data
management, simulation and visualisation boost productivity [3,15].

In recent years this notion is thought of being a part of innovative
technologies, while talking about diminishing cost and time for product
development. The main concerns are customisation requirements,
quality, and market reaction time [13,16]. Smart manufacturing has its
focus on a product’s life cycle and its associated data, while aspiring to
develop flexible manufacturing processes able to react to swift changes.
Information throughout the process is available at any time for the
entire network. Associated fundamental technologies involve human-
machine interaction and robotics as well [17–19].

The idea of using augmented reality (AR) in industry is not new:
already in the90′s the aerospace assembly industry used it in order to
increase precision in production [8]. Recently, AR within the industrial
context is discussed in the review paper [20]. A good starting point for
the taxonomy analysis of the AR systems is available in [21], while
details regarding the specific manufacturing domain is presented in
[22] and [3]. The latter presents some AR platforms for MES such as
glasses, head mounted devices or tablets, discussing the tracking

approaches for these devices in part.
In the classification suggested by the authors of [3], field and

maintenance applications are distinguished. From the field applications
view, the most relevant ones are from the aviation industry, remote
applications and worker safety training. The maintenance related ap-
plications are focusing on repair, diagnosis and remote operator
training domains. Furthermore, AR solutions are also suited for the
safety critical industrial applications such as nuclear plants, power
plants and aeronautical industry [7].

An important constraint for AR devices in the industrial context is
the ability to integrate with open source, e.g ROS industrial based
packages. In our investigations we focused on the devices which have
some already existing open source packages, or we could implement
ourselves within a short period such an interface. We also took into
account the innovative solutions implemented into the device, as well
as the maturity of the available documentation. According to our
classification criteria, the magic quadrant for the list of devices is as in
Fig. 2.

2.2. AR integration into MES

In numerous industrial processes, the human worker is an elemen-
tary part of the assembly scenario. Human intuition is essential in some
operations. However, the unpredictability of the human operator makes
challenging coworking with robots [23,24]. The collaboration between
human and robots needs to be taken into consideration for having
promising benefits. Combining a robot’s robustness, strength and pre-
cision with human perception, insight and flexibility brings inestimable
features for scaled-down production in particular, as shown in Fig. 1.

Safety is a main concern in human-robot collaboration. Powerful
manufacturing robots are constrained to work behind fences in order to
protect the operators [25]. Lightweight robots are considered safer, but
less efficient than industrial ones. SafetyEye [25] is a system that tracks
operators and stops the robot if the danger zone is violated. Also, lim-
iting force and speed is recommended during close human-robot col-
laboration phases.

By using AR technology with human-robot collaboration for smart
manufacturing is a beneficial scenario which combines key traits of the
used technologies. By using virtual elements to enhance perception
blended with robotic characteristics (sturdiness and accuracy), the in-
dustrial processes become explicit environments that efficiently manage
products’ life cycles, but also cut down cost and encouraging teamwork

Fig. 1. Preview of final product with augmented visualisation [11].

Fig. 2. ROS based AR device magic quadrant.
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[26].
In smart manufacturing, AR is one of the cutting-edge technologies

that may be used to reduce the execution time of tasks, thus production
and labour cost is significantly reduced. However, various vital con-
cerns must be taken into account when talking about these operations
that may instead decrease productivity. Human error is the main issue,
since difficult tasks are subject to misguided directions to complete.
Incomplete training also plays an important part in this [27]. Having
used AR, any erroneous activities are significantly rectified due to the
visualisation in production of the distinctive stages. In addition, a no-
teworthy benefit is the possibility of simulating the manufacturing
processes when taking into consideration the real equipment cost.
There is no damage to the components since all actions are done in
virtual settings.

The development of typical manufacturing scenarios using AR
technology brings enhancement of human perception by working with
a set of elements for common industrial tasks, exposed through an in-
terface. Having such an environment, distinguishing data needs to be
provided for a specific scenario at convenience time and place so that
the wanted output is obtained.

The specified characteristics are to be incorporated into applications
specialised in production, by outlining and validating the order of op-
erations to execute, considering a customised model. By using AR, as-
sembly data and instructions are graphically designed and displayed
when needed. At the same time, its corresponding sequence is super-
imposed in the virtual setting on the authentic product [28]. Con-
tinuous calibration must be implemented so that the real and virtual
parts remain spatially aligned in an unitary format.

In order to detect relevant items in real-time, an image-based so-
lution can be used. Visual markers act as an anchor between real and
virtual elements as they are placed in the 3D space and are camera
identifiable. Predefined patterns (such as QR tags) are used for re-
cognition, from which the camera position and orientation (referred as
external calibration parameters [29]) can be extracted later on. Using
the camera parameter estimate from this step, the re-projection of the
augmented content over the real image is performed, yielding to mea-
surable overlap difference, often denoted as delta error [30]. Therefore,
camera parameters are a decisive factor for accuracy of see-through
devices [11].

3. AR integration into MES with a cobot

The main objectives of this paper is demonstrating possible sce-
narios for human-robot collaboration enhancements when talking
about assembly manufacturing execution systems (MES). AR in as-
sembly tasks is a research area of growing interest. As [31] shows, AR is
suitable for multiple stages of the assembly process. AR has been suc-
cessfully integrated in assembly guidance, assembly training and as-
sembly planning & design. This article focuses on assembly guidance,
i.e. displaying relevant assembly information to the operator. AR is
integrated with the robot by developing a solution that is capable of
communicating with the robotic workspace, as well as sending and
receiving information about the position of the worker and robotic key
points.

When talking about assembly, a physical item can have a digital
twin, which is a CAD model that accurately simulates the real char-
acteristics [32]. This 3D representation is made of several components
with a specific hierarchy, so that a beneficial assembly sequence can be
determined.

Multiple issues may arise while developing AR applications applied
to industrial scenarios, especially concerning objects without distin-
guishable visual patterns or with shiny faces. These kind of features
may lead to imprecise 3D pose estimates [30]. In addition, an en-
vironment with certain lighting may greatly limit accuracy. A solution
is working with leading equipment, like the Microsoft HoloLens, as
these devices can better control sudden ambient light variations [33].

For larger scale application the use of Google Tango is more appro-
priate, on close object inspection ARCore proved to be more efficient
[11], while Vuforia library proved to be an easily extensible approach.
Although the Google Tango project officially is not supported anymore,
the mature documentation and robust tracking features of this approach
made it an appropriate choice for AR applications.

A conceptual overview of the AR integration into an existing MES is
presented in Fig. 3. In this architecture on the shop floor the following
control and monitor equipments are involved:

• Siemens S7-1200 PLC
• Siemens KTP400 Touch Panel HMI
• Siemens IoT2040 intelligent industrial gateway
• Built-in Baxter controller
• Conveyor belt
• Proximity sensor
• AGV from Turtlebot company

At the software side the following elements were integrated [13]:

• Solidworks to design the CAD model for light bulb holders and tester
box
• Siemens TIA Portal V13 for PLC and HMI programming
• Node-RED for Siemens IoT2040 and IBM Bluemix
• Robot Operation System (ROS) for programming the Baxter cobot
and the AGV
• DELMIA Apriso MES solution
• SAP ERP solution
• Teamcenter PLM solution
• IBM Bluemix as cloud service provider

This setup is proposed for a client use case highlighting the benefits
of open source solutions, including emerging ones such as AR tech-
nologies in the field of MES. Further details regarding the plant setup
can be found in [13].

3.1. MES application overview

Our aim was improving day-to-day manufacturing operations by
developing human-robot collaboration systems with augmented reality.
One of the main goals is the 3D vision enhancement of industrial op-
erators with the help of head-mounted display (HMD) equipment,
which eases instantaneous perception of the scenario.

Having used augmented reality, virtual elements for the assembly
sequence of the final product can be visualised before beginning the
actual production, as it can be seen in Fig. 1. On the one hand, for the
design, the assembly model of the product can be decomposed into a
characteristic hierarchy with definite assembly sequences. On the other

Fig. 3. MES with AR System architecture overview.
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hand, for the production, the industrial worker can obtain relevant
visual information with the use of these sequences with the possibility
of adaptation to the current stage of the assembly. The overall devel-
opment of the product can considerably prosper using this system, re-
sulting to a significant decrease in lead time (initiation - execution la-
tency), cost reduction and quality improvement [34].

When talking about visualising a 3D assembly scenario, the first
phase is the real-time synchronisation of real and augmented elements
in the shortest time possible. We need to take into account the constant
need for space calibration so that the real and virtual scene are kept
aligned in space for the final stage of one, stable system [35]. For this
reason, one of the methods that can be used to identify essential ele-
ments and their position is the marker method. With this, HMD cali-
bration can be done as well. Furthermore, the human-robot collabora-
tion setting needs to be tuned by calculating the structural connection
between the robotic space and device to be operated on. Thus, accurate
links between the position and orientation of involved equipment in the
scenario are obtained.

In order to develop an AR application that collaborates with a robot,
an important step is taking into consideration the different coordinate
systems for both technologies and their point of origin in the real world.
In these circumstances, the robot may get imprecise data regarding the
operator’s place. In turn, the operator can receive misleading in-
formation related to the robotic workspace. To straighten this out, the
correct spatial transformations needs to be computed between the po-
sition of virtual items and the workspace of the robot. It is worth taking
into account human-robot collaboration safety matters, where attention
and alertness of humans is unsatisfactory.

Implementing AR applications require dedicated software and
hardware. Specialised equipment like HMDs and proper trackers must
be attained [22]. When considering hardware, an appropriate wearable
device is required so that is favourable for the entire system. Char-
acteristics such as size, weight and portability are considered when
talking about manufacturing tasks, which needs to assist the industrial
worker all day. In order to avoid severely reducing data that can be
visualised at once, a convenient field of view should be considered [36].

3.2. Hololens integration into MES

For our application involving the Hololens AR HMD, the focus was
on the integration into a custom collaborative robot application built
using Robot Operating System (ROS). The current pose of the HMD and
the pose of the objects in the workspace of the robot are identified using
visual markers. This pose data is transformed in ROS messages and then
used as frames for the transform (tf) tree. Within ROS, with a pre-
defined inverse kinematic model, we can compute the position of the
end-effector used for the assembly scenario. This information is needed
in order to accurately augment the next element to be assembled for the
final product, as it may be seen in Fig. 1.

First of all, the camera of the HoloLens needs to be calibrated so that
the finest tracking accuracy is obtained, specifically when glancing
straight into a flat marker. For this type of device, lens distortion in the
video image that is displayed may be removed as well. In order to ac-
complish this, the tool ARToolKit [37] was combined with camera ca-
libration from OpenCV [38]. Parameters of the camera may be found
using explicit calibration algorithms [11].

With ARToolKit and a see-through device, in this case HoloLens,
virtual items can be superimposed in the real setting. Computing po-
sitions of virtual elements in the 3D space is done by identifying and
tracking square markers in the real space. Camera view video is cap-
tured by the camera and sent to the software which searches for fiducial
markers in each frame of the video. If any with the pattern is identified,
the software then calculates the square’s position, as well as the or-
ientation of the pattern, considering the camera. The described algo-
rithm may be visualized in Fig. 4. After this data is known, a virtual
model with external camera calibration is drawn, as it can be seen in

Fig. 5.
For the ARToolKit with HoloLens integration, a Universal Windows

Platform (UWP) wrapper was used. It also contained the marker re-
cognition and tracking algorithms. Knowing the camera parameters and
the pattern of the marker, the accuracy of the parameters can be ver-
ified. A custom virtual item can be visualised. The marker recognition
and tracking procedures found in the kit may determine the position of
the object.

The HoloLens application is communicating with the robotic
workspace through a common protocol with the Rosbridge package.
This yields to a UWP–ROS interface, which can be relevant in particular
for non-ROS applications, as one can visualise in Fig. 6. In order to send
data from HoloLens to ROS, custom C# classes were created so that
they can simulate the message type that needs to be received by the
ROS service. For this, Hololens’ current position and orientation is sent,
as well as the transform of the initial marker for the pattern that is
tracked. To receive this, the service callback gets the data and, with the
help of a ROS publisher, it publishes the information on the /tf topic.

Fig. 4. HoloLens calibration algorithm.
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The transform between the robot’s right end-effector and the HoloLens’
initial position is computed, resulting in the element of the robot
transform with respect to the device’s coordinate system. This trans-
form is the response for the HoloLens application. The transforms can
be seen in Fig. 7.

3.3. Hololens and cobot external calibration

HoloLens development system using Unity3D has a left-handed
coordinate system. ROS works with a right-handed coordinate system.
In this situation, the conversions between left-handed to right-handed
systems has to be computed.

In order to finalise the conversions, further calculation needs to be
done so that the HoloLens’ system is represented in the robotic co-
ordinate system. This can be written as:

=T T T·H
G

H
X

X
G

To convert from ROS coordinate frame convention to the one used
by HoloLens, the inverse computations need to be addressed. This is

defined by transform multiplication:

=T T T·G
H

G
Z

Z
H

The summary of the symbols used during the calibration can be
found in Table 1.

The extra step needs to be done here as well, where the right-
handed HoloLens is computed to the left-handed classic one, the same
inversion type as mentioned above.

The external calibration between the HoloLens HMD and the dual-
arm robot is a hand-eye calibration type procedure [39]. This is done by
estimating the spatial relation between the two coordinate frames using
artificial visual markers. This was achieved by attaching the camera to
the robot arm, and recording several arm-camera data pairs and from
this estimating the cross calibration between them [40]. For this to be
feasible, the HoloLens’ position considering its start position is already
known (device having motion tracking), the start position does not
change in relation to the base of the robot. The end-effector pose is also
prior computed, with respect to the base. In order to find the unknowns,
multiple samples are used. These are gathered by having the end-ef-
fector move in a variety of positions and angles, managing to cover a
large range.

Having a multitude of samples that were measured, external camera
calibration [41] can be greatly improved, in such a way that the virtual
element may be precisely spatially aligned with the real items.

Fig. 5. Visualisation of the real object and the AR marker during calibration
[11].

Fig. 6. Rosbridge communication between cobot and AR device [11].

Fig. 7. Frames used in the application [11].
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3.4. Google Tango and AGV external calibration

For the path visualisation application (Section 4.1.1), a different
calibration algorithm was used, as this is particular to each robot used
in the experiments.

In case of the Google Tango AR device, the self-localisation was not
performed accurately enough, so recalibration was needed before each
experiment. In order to speed up the external calibration procedure, a
straightforward method was chosen, described next.

Both devices (AR device and mobile robot) run motion tracking
algorithms, each one having its own coordinate system. To create a
cross link between the two coordinate systems, the AR device is placed
on top of the robot, in a predefined position. Then, the computation of a
rigid homogeneous calibration transform is done, as follows:

=T T T T· ·ARW
RW

ARW
AR

AR
R

R
RW

where RW stands for Robot World coordinate frame, R is the Robot, AR
is the AR Device and ARW is the AR World. TARW

AR is the pose of AR
device, obtained from motion tracking. TAR

R is constant, measured
manually. TR

RW is inverse of robot pose, from motion tracking.
Using this method, a transform from Robot World to AR World is

obtained, with absolute precision up to 10cm in the robot coordinate
frame system, the radius of the robot being a half meter.

4. AR based visualisation use cases

In this part we summarise our use cases, divided into two different
categories: the first focusing on the robot state visualisation using AR
devices, while the second ones are presenting collaborative assembly
scenarios.

4.1. Robot state visualisation

4.1.1. Path visualisation application with Google Tango
The main goal is to improve the safety of workers and an automated

guided vehicle (AGV). In this section, an application for visually in-
specting robot’s path is described. In this application, AGV’s computed
path is overlayed live with the images of the environment. The user
checks if the drawn path intersects any obstacles and, in that case, stops
the AGV, thus leading to a safer interaction with the autonomous agent.
A demonstrative video can be seen on the authors’ webpage.

In this implementation, existing technologies are reused. We use
TurtleBot as AGV, which has a navigation stack available in ROS [42].
This includes motion tracking, planning and executing paths. Regarding
the AR device, Google Tango [43] technology powered device is
chosen, having motion tracking and augmented reality technologies
out-of-the-box. The two devices communicate with wireless network
using ROS framework, with additional Android support for the AR
device. Although the Google Tango project officially is not supported
anymore, the mature documentation and robust tracking features of

this approach makes an appropriate choice for an AR application.
Fig. 8 shows the main components of the application, highlighting

our contribution. That is an external calibration algorithm, described in
Section 3.4, as well as a rendering procedure. Experiments were per-
formed in order to determine the quality of AR visualisation.

In this case, the planner produces a sufficiently large number of
waypoints, with small distance between them. Therefore, the AR device
has a low frame rate. To overcome the issue, the Douglas-Peucker
smoothing algorithm is employed [44], which reduces the number of
points on a path degrading the original curve up to a preset threshold.

In the experiments, the distance between the AGV’s real position
and the one shown on AR device is manually measured. The initial error
(measured right after calibration) is, on average, 0.1m. After the robot
travels 10m, the accumulated mean total error in is less than 0.2m (the
robot diameter). Hence the AGV can be used in a safe manner for path
planning and visualisation applications using at least a 0.2m clearance
path.

4.1.2. Robot state visualisation with HoloLens
In the Industry 4.0 context is important to know what the robot

coworker is doing in real-time. By visualising certain variables and
parameters from the coworker, a better understanding can be gained.
Thus, to the human operator a set of valuable visualisation tools are
offered, with the main goal of enhancing safety and to reduce down-
time in the production.

The application is based on a Microsoft HoloLens device and ex-
poses data from the ROS environment running on the robot. The
communication between the robot and the HoloLens HMD is done by
the Rosbridge package, using messages in JSON format (Fig. 10).

The application is composed of three panels: connectivity, advanced
and extended options panel. At startup only the connectivity panel is
shown, the assists with the connection procedures with the ROS en-
vironment running on the Baxter coworker. If the connection is suc-
cessful the advanced panel will pop up. The advanced panel contains
functionality for sending/receiving information about the robot, such as
information about the running nodes and published topics. The global
state of the robot can be inferred from the information contained in this
panel. There are three indicators that will change their colour in red or
green, depending on the sub-modules that reflect the robot’s activity
state such as this is visible in Fig. 9.

In case of malfunction the advanced options panel will allow the
user to perform safety stop, restart actions, etc. More precisely, the
human operator can check the running state of a certain node and can
stop/relaunch it individually as well.

More details regarding this application can be seen in the video.2

Table 1
Transformation symbols meanings.

Symbol Meaning

TH
G Transformation of HoloLens coordinate system

in robotic coordinate system
TH

X Rotation of HoloLens’ coordinate system
on X with 90

TX
G Rotation of HoloLens’ coordinate system

on Z with 90∘

TG
H Transformation of robotic coordinate system

in HoloLens’ coordinate system
TG

Z Rotation of robotic coordinate system
on Z with 90

TZ
H Rotation of robotic coordinate system

on X with 90∘

Fig. 8. Path visualisation application overview.
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For this application we relied on the default external calibration of
the HoloLens device, which was sufficiently precise for visualisation
purposes. The external calibration in this case is done using a static
calibration method, i.e. with respect to a fixed point in the robot
working space.

4.1.3. Robot state visualisation with Epson Moverio
An important aspect of interacting with robot teams is the state

visualisation of the different devices. This is essential in the remote
debugging or in the commissioning stage of the production line. In
order to facilitate this problem, we propose an open source, ROS in-
dustrial based integration of AR devices using Android and Vuforia
SDK. The developed package3 contains a generic web interface, which
allows to interconnect different types of robots and get online in-
formation about them. This information ranges from operational
parameters to the online variables of the robot. This bridge allows
communication with the Android enabled devices in an efficient way by
using for instance JSON messages, as illustrated in Fig. 11. In order to
identify the robot with the AR device, we used a pretrained database
with the visual identifiers of each device. This is achievable with the
user friendly SDK from Vuforia, which allows both online (through
their web server query) and offline target recognition (using local

custom database).
For the Epson Moverio BT-300 the overlap of the AR image with the

real word depends very much on the initial internal calibration proce-
dure, which can be performed using custom helper applications from
Vuforia SDK.

In the real life experiment we focused on the visualisation of the
required node list visualisation for different interacting robots (such as
AGVs or robot arms). A demo video,4 as well as the code, is available on
the corresponding author’s homepage.

4.2. Collaborative assembly use cases

4.2.1. Digital twin visualisation with HoloLens
The use of digital twin got widespread with the appearance of low

cost 3D printing solutions. The real product that needs to be assembled
is virtually cloned using CAD modeling. This procedure can precisely
simulate the physical traits, the virtual model being considered a digital
twin for the real one. This model was divided into several components
so that a definite ranking may be determined for an assembly type
application, as it can be seen in Fig. 12.

In order to execute the extrinsic calibration of the HoloLens camera,
different algorithms were used so that calibration error is minimal.
Using the camera-robot calibration package described in 3.4, when
starting the application, the user had to change the pose of the Holo-
Lens in the proximity of the robot. A marker is attached to right end-
effector of the robot visible by the HoloLens for the cross-calibration.
This method was determined to be inefficient due to being a burden on
the user. Additionally, if marker detection fails in just one iteration, the
end result would be poor. Instead, by attaching the device to the left
end-effector,5 the first task of the calibration is considerably improved,
so that the calibration is better approachable, as seen in Fig. 13.

In the start phase of the final application, the robot’s right end-ef-
fector holds the HoloLens, whilst visual marker is fixed on the left arm
for the extrinsic calibration. Proper calibration gives precise synchro-
nisation between the real and virtual elements, resulting in fitting
spatial alignment. More than one iteration may be needed for this. After
being finished, the industrial user may visualise the virtual components
of the scene in their correct place, with respect to the coordinate system
of the HoloLens. This is visible in the demo6 video.

Fig. 10. The components of the monitoring tool.

Fig. 9. Performing a status check using the monitoring tool.

2 https://youtu.be/3AR9hE6JKh0 .
3 Demo available at https://ngi-systems.atlassian.net/wiki/spaces/ROS2AR/

.

4 https://vimeo.com/351293877 .
5 https://youtu.be/3AR9hE6JKh0 .
6 https://www.youtube.com/watch?v=BjXEL-VZbnw .
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We validated the relative pose estimate between HoloLens and the
Baxter robot performed in the previous step. In order to be able to
properly repeat the tests, they were done in three phases. In the first
place, the right end-effector holds the device fixed, while the normal
procedure of the calibration is executed. After, the HoloLens was fixed
to the left end-effector, recording its position again. Next, the virtual
component’s transformation of the end-effector was compared with the
real one, computing the degree in which the virtual element is over-
lapping its physical correspondence as seen in Fig. 14.

After repeating the individual procedures several times, the data
that was obtained was processed using two ways: the mean and the
standard deviation. Firstly, each of the measured samples related to the
device’s position with respect to the end-effectors was used in order to
compute their corresponding Eucledian distances. The resulting errors
for each end-effector were used to determine the mean and standard
deviation. As it may be visualised in Table 2, for the right end-effector,
the measurements are considerably lower than the left one due to the
calibration being done with the first. Next, the virtual element super-
position on the real one was calculated taking into account the pixel
number of the virtual which overlap the real component, converted into
percentages. The final data may be seen in Table 4. For the HoloLens
system, a ≈ 58.83% mean is determined, corresponding with the
overlapping percentage, with ≈ 11.84% standard deviation. For the
ARCore application, the determined mean is ≈ 78.32%, with ≈ 9.87%

Fig. 11. The components of the Android robot state visualisation.

Fig. 12. CAD model with augmented part (blue). (For interpretation of the
references to colour in this figure legend, the reader is referred to the web
version of this article.)

Fig. 13. Calibration procedure with Baxter and HoloLens.
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standard deviation.
Table 3 contains an overview of calibration methods used in this

paper:

• In static calibration (Section 4.1.2), the AR device is always started
from the same position. Therefore, the robot’s position relative to
AR device can be manually measured.
• The one-shot calibration (Section 3.4) provides more flexibility by
allowing the user to start the AR device in any location, then place
the device in a predefined position relative to the robot and calibrate
the systems.
• The automated procedure (Section 3.1) increases the accuracy by
taking multiple measurements. Optimisation algorithms [40] can
compute the transform between the systems, having two tracked
moving elements (AR device and robot end-effector), which are
physically linked together.

After the calibration process is completed, the real assembly objects
can be used simultaneously with the running application. At any par-
ticular moment, the industrial operator may visualise the matching
element that needs to be assembled and receive data about assembly
information, as well as its proper position and orientation. For this, the
robot’s right end-effector holds a part of the assembly, whilst the suc-
ceeding part may be displayed using HoloLens. By having the response
data given by ROS, being the pose of the right end-effector with respect
to the coordinate system of the device, the virtual object’s pose is

computed, taking into consideration the current pose of the physical
element as well. The overall application algorithm may be seen in
Fig. 15.

A modest alteration to the above mentioned scenario is that the
robot may not hold any part of the assembly, the real objects being
positioned only near the robotic workspace, so that the end-effectors of
the robot can reach the product and still be able to aid the industrial
operator in the assembly task. This application may be visualised in
Fig. 17(b), showing a small scale assembly use case.

4.2.2. Small scale assembly with AR Android device
For the ARCore system, experiments were done as well, but in a

fairly different fashion for some points. At the start of the application,
after detecting and getting into the tracking regime, the virtual element
is superimposed onto the real scenario. Thus, the degree of overlapping
for the virtual unit over the real one can be computed, similar as above.
For this particular scenario, an Android enabled AR-capable mobile
device was used, having integrated the ARCore SDK in the application.

The communication among the Android and ROS ecosystem was
done by using the ROSJava package [45], which allows a Java client to
connect to a ROS node, facilitating the ARCore integration into ROS.

At the start of the application, the user is prompted to enter the URI
of the ROS master. In order to exchange information between ARCore
and ROS, a custom service client was implemented and constructed

Fig. 14. Overlap between virtual object (blue) and real object (red). (For in-
terpretation of the references to colour in this figure legend, the reader is re-
ferred to the web version of this article.)

Table 2
The output from the calibration process for the Baxter and HoloLens [11].

End-Effector Error Mean (cm) Error Standard Deviation (cm)

Right 0.47 0.19
Left 0.95 0.45

Table 3
Calibration methods.

Static One Shot Automated

Type Manual Manual Manual + Automatic
Duration Very fast

(seconds)
Fast (seconds) Slow (minutes)

Accuracy Medium Medium High
No. of Measurements 0 1 More than 10
Flexibility Low Medium High

Table 4
The augmented and physical object overlapping.

Mean (px) Standard Deviation (px)

Overlap - HoloLens [%] [11] 58.83 11.84
Overlap - ARCore [%] 78.32 9.87
Overlap - Moverio/Wikitude [%] 64.09 5.12

Fig. 15. ARCore application algorithm.
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such that its service type simulates properly ROS’ resources. The pose of
the camera device for every frame is the data sent to ROS, along with
the currently identified and tracked elements from the scene.

The overall architecture may be visualised in Fig. 16.
For integrating ARCore in the mentioned scenario, an already im-

plemented sample from the ARCore SDK was used as a base for the
application. In the first phase, the image database was recreated using
fitting images with different stages of assembly for the final product. In
this case, an electronic circuit was built piece by piece. The operating
sequences were recorded and integrated in the database. For every
identified and tracked physical element, the appropriate virtual item
needs to be displayed in its proper pose. This being said, for each da-
tabase image, the next piece to be assembled is connected to it, with the
help of 3D CAD modeling. The operator may visualise the virtual
component, as well as its own assembly instructions. This leads to a
more intuitive training, a better learning curve and a better precision at
the assembly part for the coworker. The operator view is augmented
with the information from the closest object.

To display the data regarding the currently tracked item, the in-
dustrial worker only needs to tap on the device’s screen. This tap is
converted from 2D to 3D in order to compare its position to the 3D pose

of the object. Then, the requested information may be visualised in a
dialog.

Several application snapshots may be seen in Fig. 17. In Fig. 17(a), it
can be noticed that the assembly task is in progress. All the elements are
assembled, on the breadboard the needed pieces are positioned: the
Arduino, resistor, LED. The wires that connect the components are in
place, as well as the connector of the power source. There is only one
final task to be completed: attaching the battery. This is represented by
the blue CAD model, by the means of augmentation. In Fig. 17(b) the
components are arranged for the assembly task. After placing the bat-
tery, the augmented CAD model is no longer shown, so the only aspect
that needs to be done is linking the battery with the battery connector.
Thus, the assembly task is finished.

Static data was organised in a JSON, containing the connections
between the database images, their names, the matching component to
be next assembled, its pose, along with data for the currently tracked
element. This JSON was then used in the application with the help of
serialisation libraries and a custom model class.

4.3. Summary AR device comparison

One important aspect in the quality of the AR device is the internal-
external calibration, i.e. the ability to register in time and space the real
and virtual image content. According to the experiments carried out by
the authors, the external calibration (e.g. with respect to a landmark)
has less influence on the overlap than the initial calibration. The results
of a test calibration for different AR devices is summarised in Table 4.

Beside the quality of the AR image, a number of other constrains
must be taken into account. Some of the criteria are the maturity of the
open source packages, cost, localisation mode, documentation, etc. A
comparison between the AR technologies used (HoloLens, ARCore,
Epson Moverio and Google Tango) was constructed in Table 5.

5. Conclusion

In this paper, the main challenges regarding the integration of
augmented reality devices into industrial environment were presented.
Beside the overview of the current trends in the state of the art of the
devices for AR, practical examples were given for different experi-
mental setups. The common parts in these setups were related to the
external calibration of these devices with respect to different types of
robots. Comparison of different AR approaches described in the paper
helps the user to select an appropriate variant for the targeted appli-
cation, in terms of the scale of the application (ranging from a few
centimetres to a few meters), the calibration procedure (static, one-shot
or dynamic), target libraries (ROS, Android,.NET, Vuforia) or the level
of the available documentation and support.

The main findings of these experiments highlight the benefits of
each approach: the HoloLens proved to be well documented, easy to be
integrated even in open-source ROS industrial based environments for
remote assistance applications. ARCore is still in the early release phase
but is promising (running on the wide-spread Android based devices),
especially for small range (under 2m) in operator training applications.

Fig. 16. ARCore application architecture.

Fig. 17. ARCore application.

Table 5
ROS-I ready AR technologies comparison.

HoloLens ARCore Google Tango Moverio BT300

Release Date 2016, March 2018, March 2014, June 2017, January
Development Status Stable Stable Discontinued Stable
Device Type Head-mounted Hand-held Hand-held Head-mounted
Cost $3,000 $280+ $500 $700
Documentation Vast Limited Withdrawn Updated
Depth Sensor Type ✓ ✕ ✓ ✕
Localisation mode Motion tracking IMU + vodo IMU + vodo Vodo
ROS Integration Rosbridge Rosjava Rosjava Rosjava
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Although Google Tango is officially not supported anymore, for longer
distance applications (up to 10m) it showed its main strength, espe-
cially for safe AGV navigation. The recent Epson HMD devices proved
to be a comfortable, easily integrated devices in the remote assistance
applications using Vuforia libraries. In terms of pose tracking accuracy,
the devices with external depth sensors proved to be more accurate/
robust in the experiments.

These experiments are easy to reproduce following the detailed
description in this paper, as well using the code shared by the authors
on their website.
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