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ABSTRACT
In this work, we present a set of tools based on the through-the-
lens metaphor. This metaphor enables simultaneous exploration of
a virtual world from two different viewpoints. The one is used to
display the surrounding environment and represents the user, the
other is interactively manipulated and the resulting images are dis-
played in a dedicated window. We discuss in detail the various
different states of the two viewpoints and the two synthetic worlds,
introducing taxonomy for their relationship to each other. We also
elaborate on navigation with the through-the-lens concept extend-
ing the ideas behind known tools. Furthermore, we also present a
new remote object manipulation technique based on the through-
the-lens concept.

Categories and Subject Descriptors
I.3.3 [Computer Graphics]: Picture/Image GenerationViewing al-
gorithms; I.3.7 [Computer Graphics]: Three-Dimensional Graph-
ics and RealismVirtual reality; H.5.1 [Information Interfaces and
Presentation]: Multimedia Information Systems; H.5.2 [Information
Interfaces and Presentation]: User Interfaces

General Terms
Design, Human Factors

Keywords
Virtual Environment Interaction; Virtual Reality; Interaction; Data
Manipulation; Visualization Techniques; Human-Computer Inter-
face; Interaction Techniques;

1. INTRODUCTION
The main step towards letting the participant in a virtual real-

ity application feel the virtual surrounding as real as possible is
the interaction with it. The interaction can be divided in two main
categories: the navigation through the synthetic world and the ob-
ject manipulation in it. The growing virtual worlds make tools for
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adequate navigation indispensable in today’s virtual reality appli-
cations. They define the acceptance and the usability of the latter
and therefore have to be easy to use, while powerful and enable ac-
complishment of various kinds of task-adapted navigation through
the synthetic world.

On the other hand, each virtual reality application is as interac-
tive as the supported tools for manipulation of objects in it. Re-
garding this manipulation, we distinguish two different categories:
(a) the manipulation of objects close to the user, i.e. in its physical
hand reach and (b) the remote object manipulation (ROM). The re-
mote object manipulation is an important feature, especially for in-
teracting with large scenes. Instead of navigating through the scene
manipulating the target object and navigating back to the original
position in order to examine the results, ROM techniques make it
possible to directly manipulate the desired objects, while examin-
ing the result of the performed actions from the current user view-
point.

In the remainder of this work, we elaborate on the navigation
in virtual worlds and on the remote object manipulation. In par-
ticular, we present a concept for displaying the surrounding world
seen from an interactively defined viewpoint in a dedicated win-
dow. This simultaneous view makes it possible to explore a copy
of the surrounding world and navigate through it using the intro-
duced window, while staying at the same location in the full size
view. We first introduce the various possible configuration of the
window on which the scene as seen from the additional viewpoint
is displayed. Afterwards, we discuss the relationship between the
full size view and the scene behind the window.

2. RELATED WORK
There have been various published contributions in the fields of

navigation and remote object manipulation. In this section we will
review the once relevant to our work in each of the two categories:
navigation and remote object manipulation.

2.1 Navigation in VEs
Like Andries van Dam and coauthors [20], we divide the navi-

gation into three groups of techniques:

� Searching is the motion to a particular location in the virtual
environment.

� Exploration is defined as navigation without particular target.

� Maneuvering is the high-precision adjustment of the user po-
sition in order to perform other tasks.

Besides the application of these navigation techniques for perform-
ing particular tasks, each of them has a different application range.
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Searching and exploration techniques are utilized for overcoming
large distances, while maneuvering is applied rather locally.

Fortunately, people are often confronted with the counterpart of
the navigation problem in every day life, which facilitates the ex-
ploration of the subject. For instance, Darken and Sibert [6] pre-
sented a toolkit for navigation applying principles from real world
navigation aids (e.g. maps). They also compare the strengths and
weaknesses of such aids. Stoakley et al. [17] extended this work
to three-dimensional maps introducing the World-in-Miniature or
WIM-technique.

Originally, the WIM was applied for interaction in virtual worlds,
i.e. manipulating objects in space. Pausch et al. [11] extended this
approach to provide a navigation tool for accomplishing searching
and exploration tasks, enabling the user to directly manipulate the
current viewpoint. For this, they utilize a doll representing the user
in the miniaturized world. However, they also reported that despite
the intuitive application of the WIM, the direct viewpoint manipu-
lation was confusing to many users.

Another work discussing and comparing navigation tools was
presented by Ware and Osborne [23]. They describe and evaluate
three navigation metaphors: the “flying vehicle control”, “eyeball-
in-hand”, and “scene-in-hand”, concluding that: “None of the tech-
niques is judged the best in all situations, rather the different meta-
phors each have advantages and disadvantages depending on the
particular task”. Similarly to the WIM-technique, the main problem
with the eyeball-in-hand and the scene-in-hand techniques is that
the viewpoint is directly manipulated and the resulting image im-
mediately displayed. This, however, often leads to confusion of the
user or may even cause loss of orientation.

A more detailed analysis of navigation considering its basic com-
ponents: direction selection, velocity selection, and input condi-
tions is discussed in [4]. In their work, Bowman et al. introduce a
taxonomy for viewpoint motion in virtual environments. They dis-
cuss experiments showing that “pointing”-based travel techniques
are advantageous compared to “gaze-directed” steering techniques.
In addition, they found out that the instant user teleport is correlated
with increased user disorientation. This cognition is closely related
to the techniques described in the remainder of this paper. Instead
of teleporting the user, we offer a sort of preview window, through
which the location seen through the window can be entered. Simi-
lar techniques for entering a world through a window are discussed
in [12].

2.2 Remote Object Manipulation
Remote object manipulation allows the user to work with ob-

jects not within the reach of his/her hand and to examine the vir-
tual world as seen from the current viewing position. Many re-
searchers have addressed the subject of remote object manipulation
in virtual environments. Pierce et al. [13] presented the Voodoo
Dolls-technique for remote object manipulation. A doll looks like
a minified (or magnified) copy of an object. The user creates a
doll by framing an object with her/his hand on the image plane and
pinching his/her fingers together. The system then instantaneously
creates a copy of the object, scales it so that the new doll reaches a
comfortable working size, and moves the object to the user’s hand.

Mine et al. [10] presented another approach for remote object
manipulation: the scaled-world grab. The basic idea of this tech-
nique is to automatically scale objects in such a way, that their pro-
jected size remains unchanged, while bringing them close to the
user. He/she can now manipulate them as if they were in the hand’s
reach. After the manipulation is completed and the object released,
it is scaled back to its original location.

Poupyrev et al. [14] described the go-go mechanism for nonlin-

early extending the arm of the user, thus, enabling manipulation of
objects out of the reach of the user’s physical hand. This metaphor
provides the user with the traditional one-to-one mapping of the
translation of the tracked device to the virtual hand within given
application radius. Outside this area, the mapping extends the vir-
tual hand applying a quadratic increase of the arm extension.

Bowman and Hodges [3] gave a brief evaluation of this and other
existing techniques for grabbing and manipulating objects at re-
mote locations. In their work, they report on a user study and com-
pare the go-go-technique, other arm extension techniques, and a
ray-casting technique [9]. The authors also propose the HOMER
technique, which carries out a combination of the ray-casting tech-
nique for object selection and in-hand object manipulation. The pa-
per concludes that none of the tested techniques is a clear favorite,
because none of them were easy to use and efficient throughout the
entire interaction consisting of grabbing, manipulating, and releas-
ing.

Pierce et al. [12] presents a set of image plane techniques, which
enable selection, manipulation, and navigation in virtual environ-
ments. Their idea is to work not with the objects, but with their
projections onto the image plane.

Finally, as stated before, the WIM technique [17] can also be
used to remotely manipulate objects in the space. The user can
grab, manipulate and release the objects in the miniaturized world,
which are linked with the full size world and its objects.

3. THROUGH-THE-LENS CONCEPT
The main idea of a through-the-lens-tool is to provide a view-

point, additional to the one used to display the surrounding scene1.
Afterwards, the scene as seen from this viewpoint is shown in a
dedicated output window Wo (as shown in Figures 1, 2 and 3). In
other words, we assume that there is a copy of the full size syn-
thetic world, existing simultaneously with the surrounding world in
the physical space. The user is surrounded by one of these worlds,
called the primary world. He/she is represented by the primary
viewpoint in the primary world. The secondary world is the copy of
the primary world that can be viewed only through a sort of magic
lens [2, 21] in the primary world (Figure 1). It displays images seen
by a virtual camera in the secondary world.

Position and orientation of the camera

Figure 1: The primary world surrounds the user, while the sec-
ondary world can be explored only through a window in the
primary world. The house visible in the secondary world exists
in the primary world as well. However, it is not visible from the
viewpoint in the primary world.

In contrast to [18], where only the navigation in virtual worlds
based on the through-the-lens metaphor is described, here we will
1This term was first used in [7], who proposed a system for camera
control based on the features seen through the virtual camera. The
authors do not involve any interaction techniques.
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provide a detailed discussion on the taxonomy and the application
of TTL-tools in general. We will also show how some well-known
tools can be derived from the through-the-lens concept, applying
various restrictions to the viewpoint motion or the relationship be-
tween the primary and the secondary world.

Conceptually, there are two copies of the explored synthetic world
and thus two windows, one in each of these worlds. The window
in the primary world, through which the user views the secondary
world, we call output window (Wo). The virtual counterpart of this
window in the secondary world we call viewing window (Wv). Al-
though these windows are attached to each other, for clarity we will
use these two different terms throughout this work, depending on
the world we refer to (see Figure 3).

3.1 Taxonomy for the States of the Two Worlds
The primary and the secondary world, as well as the two view-

points in each of these worlds may have different relations to each
other. Before we introduce the tools based on the through-the-lens
concept, we will identify these various configurations and give a
short example for their application.

3.1.1 Wo in the Primary World
Let us first consider the output window Wo, hence, the window

in the primary world. Wo can have three different states in the
primary world (as shown in Figure 2):

� (case O1) fixed in the primary world;

� (case O2) fixed in the image plane of the user;

� (case O3) mapped onto a pad, held by the user.

b ca

Figure 2: (a)-(c) display the states O1-O3 respectively.

In the first case O1, the window is only visible when viewed from
the appropriate direction. Since it is fixed in the primary world, the
user cannot move it. Changes of the user position in the primary
world allow viewing the virtual world behind the window from dif-
ferent angles.

In the second case O2, the window is fixed within the image
plane of the viewer. This means, that when the user moves his/her
viewpoint, the window remains at the same position in the image
plane.

Finally, for the realization of the last case O3, we utilized the
Personal Interaction Panel (PIP) concept [19, 15]. The PIP con-
sists of a tracked palette, on which the virtual tools are displayed is
such a way, that the user sees them on the pad’s surface (see Fig-
ure 1). In contrast to the first two scenarios, where the window Wo

is fixed, in this case the pad, thus the window mapped on it, can be
freely moved within the primary space.

3.1.2 States of the Secondary World
These were the possible states of the output window in the pri-

mary world. Regarding the additional viewpoint and the scene seen
through it, there are also three conceptually different states of the
viewing window Wv and the secondary world seen through it:

� (case V1) the secondary world is fixed in the primary world’s
space;

� (case V2) the secondary world is fixed with respect to the
viewing window;

� (case V3) the secondary world is fixed with respect to the
primary viewpoint.

In the first case V1, the coordinate systems of the two worlds are
fixed with respect to each other. The window connecting them can
be positioned arbitrarily in the primary space. Depending on the
position of the window, different areas of the secondary world are
visible.

In contrast, in the second scenario (V2), the secondary world is
fixed in the windows coordinate space. This means, that indepen-
dent of the position of the window, the observer views always the
same location of the secondary world behind the window. Looking
at the window from different viewing angles enables exploration of
different areas behind it.

Finally, in the third case V3, the secondary world is fixed with
respect to the primary viewpoint in the primary world. In other
words, independent of the position and the orientation of the output
window and the primary viewpoint in the primary world, the area of
the secondary world seen through the window remains unchanged.

3.2 Combinations of O1-O3 with V1-V3
Each of the states O1-O3 can be combined with each of the states

V1-V3. In this section, we will describe each of these scenarios and
give to each of them a short example.

3.2.1 Wo Fixed in the Primary World
If the output window Wo is fixed in the primary space (case O1),

the secondary world and the primary world are fixed with respect to
each other. Thus, we cannot distinguish between the cases V1 and
V2. This scenario was first described in [16], where the window is
used for sewing two different virtual worlds together. Once this is
done, the user can travel from one world to the other by moving the
viewpoint through the provided window.

In contrast, in case (O1/V3) the secondary world moves with
the user motion in the primary world. This means, that the po-
sition of the secondary viewpoint in the secondary world remains
unchanged, when the primary viewpoint is moved in the primary
world. Thus, when the user moves in a particular direction, differ-
ent parts of the secondary world can be examined with the output
window Wo, which is static in the primary world.

3.2.2 Wo Fixed in the Image Plane
When Wo is fixed in the viewing frustum of the user (case O2),

two cases O2/V1 and O2/V23 are theoretically possible. In the first
case (O2/V1), when the primary viewpoint is moved in the primary
world, the output window and thus the viewing window move with
the image plane and the user sees different parts of the secondary
world. This corresponds to moving the viewpoint in both worlds
simultaneously. This scenario is often applied in semi-transparent
head mounted display systems, where the primary world is the
physical world surrounding the user. The secondary world seen
through the HMD is a virtual world, allowing for superimposing
information aligned with the primary world.

The second case (O2/V23) is rarely used, since a secondary world
fixed with respect to the viewing window would result in display-
ing always the same image independent of the viewing direction
and position of the viewer in the primary world. The scenario in
which this feature may be useful is when the user intends to “keep
an eye” on a given location in the secondary world.
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Figure 3: The position of the viewing window (Wv) is shown with respect to the scene seen through it (a). Va and Vb are two different
viewing positions. (b) shows the two viewing positions A and B, derived from the current camera positions Va and Vb. In case the
viewing window Wv is fixed in the secondary scene and the output window Wo is moved in the primary scene, the secondary scene
moves with the viewing window as shown in (c) and (e). (d) illustrates the “scene fixed in space” scenario (O3/V1) (compare to (c)).
Moving Wo allows viewing different parts of the scene (compare (c) and (d)). Detaching the secondary viewpoint from the primary,
allows the user to travel the primary world, while staying at the same position in the secondary world (compare (c) and (f)). When
the viewpoint changes (e.g. from Va to Vb), the scene shown in Wo can be viewed from different angles as depicted in (e) and (g).

3.2.3 Wo Mapped on the Pad
The most interesting case is case O3, in which we are able to

interactively position the output window in the primary world and
thus the viewing window in the secondary world.

In case O3/V1, the output windowWo mapped on the pad is used
to explore parts of the secondary world that is fixed in the primary
world’s space (see Figure 3(c) and (d)). To this category belong
magic lens-like tools [2, 21]. Inspired initially by this concept, we
call the proposed metaphor the Through-The-Lens-metaphor.

In contrast, in the second scenario (O3/V2) the window can be
adjusted to show a given part of the secondary scene (location of
interest), such that even if the output window Wo is moved, the
virtual window Wv remains fixed in the secondary world’s space
(see Figure 3 (c), (e), and (g)). In this way, a target location in the
secondary world can be observed independent of the user’s motion
in the primary space (similar to cases O2/V23). In addition, in this
scenario the user still can look at the world through the window
from different angles.

Finally, case O3/V3 makes it possible to travel in the primary
world, without applying any changes of the primary viewpoint to
the secondary viewpoint in the secondary world. This is similar
to the case where the secondary world is anchored to the viewing
window (case O3/V2). However, unlike in case O3/V2, moving
the output window in the primary world enables exploration of dif-
ferent parts of the secondary world, while looking at the window

from different angles does not enable exploration of different ar-
eas in the secondary world. State O3/V3 is especially useful when
the user travels the primary world and wants to keep the position
of the secondary viewpoint unchanged in the secondary world (see
Figure 3 (c) and (f)).

4. THROUGH-THE-LENS NAVIGATION
After introducing the different states of Wo and Wv within the

primary and the secondary world, here we will address the adjust-
ment of the secondary world in such a way that a particular target
location can be viewed through the output/viewing window.

Various navigation techniques belonging to one or more of the
navigation types introduced in Section 2.1 are reported in the lit-
erature. The navigation tools we present in this work are inspired
by the eyeball-in-hand, scene-in-hand (which we call grab-and-
drag) [23], and WIM-techniques [11], but attempt to overcome their
limitations. We combine these tools with the above through-the-
lens concept, extending the functionality and improving the us-
ability of the original tools. In particular, we apply the manipu-
lation described in the original techniques to the secondary view-
point. Hence, the effect of the manipulation is observed through
the window, rather than applying direct transformation of the pri-
mary viewpoint. In this way, the presented navigation aids provide
a set of flexible and powerful tools, covering all of the navigation
categories introduced in Section 2.1.
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4.1 TTL Scene-In-Hand
The scene-in-hand technique was presented originally in [23]. It

provides a handle attached to the scene, such that the translations
and rotations of the handle are applied one-to-one to the scene. This
technique is easy to understand and apply even for motions extend-
ing the hand’s reach: a clutch button is used to attach and release
the scene to/from the virtual handle. This approach has shown to
be useful for manipulating discrete objects and changing the view-
point of the user for scene exploration [22, 8].

We start with two aligned viewpoints, which correspond to two
aligned (primary/secondary) synthetic worlds. The user is able to
manipulate the scene seen from the secondary viewpoint by grab-
bing a point in it (an object or even the air) and dragging it in the
desired direction (Figure 4). Note that the secondary scene remains

A = B grab−and−drag

P

A

P’ P’

P

B

Scaling slider

this causes the scene
behind the window to

rotate in the same direction
is pressed and the pen
the button of the pen

rotated

Figure 4: Initially, both viewpoints are aligned as shown on the
left. Grabbing the scene at point P and dragging to point P’
corresponds to a translation combined with rotation of view-
point A to viewpoint B. (This figure is reproduced in color on
page 216.)

always fixed with respect to the primary world (case O3/V1), ex-
cept when it is grabbed. In this scenario, the secondary scene can
be grabbed at any arbitrary location, using the second button of the
interaction pen. In contrast to the original implementation [23], we
did not fix the center of rotation to the center of the scene, since,
as the authors point out, rotations are difficult to perform when the
viewpoint is far from the fixed center of rotation. In this case, the
translation and the rotation are mapped one-to-one to the secondary
world.

This approach has some similarities with the scaled-world grab
locomotion metaphor described by Mine et al. [10]. They propose a
technique for grabbing distant objects using a form of image-plane
interaction. Thus, the user can pull him/herself towards any visible
object. Unlike the scaled-world grab where the authors apply the
motion immediately, we (a) provide a preview window, (b) use a di-
rect technique for grabbing and dragging the secondary world, and
(c) do not require the user to grab an object, but allow any point in
the space to be grabbed. The scene seen through the output window
is now manipulated applying a simple grab-and-drag handle. Thus,
the viewed part of the scene can be chosen very precisely.

In addition to the grab-and-drag mechanism, the user can also
scale the secondary scene if needed (see slider in Figure 4), hence,
making this tool especially suitable for final high-precision adjust-
ment. Furthermore, the scaling facilitates the traveling of large dis-

tances. When the user intends to view a distant location he/she
can scale down to secondary world, place the target location un-
derneath the center of the output window using the grab-and-drag
mechanism and scale the secondary world up again.

Nevertheless, when applied for viewing very distant locations,
the proposed technique may be circumstantial. This drawback can
be overcome by combining our through-the-lens technique with
other techniques for remote object grabbing (e.g. go-go [14], im-
age plane [12], or scaled-world [10] techniques).

4.2 TTL World-In-Miniature
Originally, the WIM metaphor was applied for remote object ma-

nipulation [17]. The miniaturized copy of the world is mapped onto
a hand-held device. Pausch et al. [11] extended this concept to trav-
eling in immersive environments. They found out, that the direct
mapping of the manipulated user viewpoint icon in the miniaturized
world to the full-scale virtual world causes disorientation.

In contrast to the original WIM tool, with the TTL-WIM we do
not map the miniature copy of the virtual world on top of the pad.
Instead, we display the latter underneath the pad’s surface. In this
way, we create the impression of looking into the miniaturized vir-
tual world through a window defined by the pad on top of an imagi-
nary box. Instead of explicitly defining the final position of the user
in the miniaturized world, the user interactively selects a region of
interest dragging a box around it. The selection is made on the top
of the bounding box of the virtual world. The miniaturized world
is scaled up in such a way, that the selection fills up the viewing
window and the top of the bounding box is still aligned with the
surface of the interaction pad (as shown in Figure 5).

B

I

entire sceneuser selection

B

scaled part of the scene

Figure 5: Initially, a miniaturized copy of the entire scene as
seen from viewpoint I is displayed on the interaction pad. Dur-
ing the interactive selection of a region of interest, the selection
is shown in the primary world as well. After completing the
selection, the viewpoint is moved to B, such that only the se-
lected region is visible through the pad. The lower right image
shows the transformation applied to the current viewpoint in
the primary world. (This figure is reproduced in color on page
216.)

The selected part can be examined not only on the pad, but also
in the virtual world surrounding the user, as shown on the left of
Figure 5. In this scenario, the viewing window Wv is always fixed
in the secondary scene. Thus, it corresponds to case V2.

This technique is primarily used for coarse selection of the viewed
area in very large virtual worlds. Once the user has adjusted the de-
sired part of the scene to be seen through the output window on the
pad, there are two ways of entering the new location: In the first
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scenario, the primary world is automatically scaled, whereas the
view orientation in the primary world remains unchanged relative
to the surrounding world (see Figure 5). In the second scenario, the
secondary scene behind the window is released from the window,
thus fixed in the space (case V1), and can be further adjusted ap-
plying another through-the-lens technique, or directly entered (see
Section 4.4).

4.3 TTL Eyeball-In-Hand
This technique has been introduced and explored by several re-

searchers [1, 5, 23]. The eyeball-in-hand originally uses a tracked
device as a virtual camera that can be moved about the virtual
scene. Thus, the participant sees on the screen what the camera
sees through its lens.

B
A

eyeball-in-hand
A

pen defining the
camera position

defines the position

scene as seen from

and orientation of
the virtual camera

the virtual camera

Figure 6: Applying the eyeball-in-hand tool, the secondary
viewpoint can be positioned explicitely by defining a position
and orientation of the virtual camera B. (This figure is repro-
duced in color on page 216.)

Despite the intuitive mental model applied with this metaphor,
the main problem is the often-caused disorientation. Moreover,
the one-to-one mapping of the hand to the virtual viewpoint makes
precise adjustment of the virtual camera very hard. Even though,
the eyeball-in-hand metaphor is simple to understand and requires
a simple mental model of the scene, the above limitations make
it unsuitable as a sole navigation technique. In order to circum-
vent these limitations, while still supporting the features of this
metaphor, we introduced a preview window to the eyeball-in-hand
technique. This makes it possible to view the scene from various
viewing positions (in the hand’s reach) without changing the cur-
rent viewpoint of the user in the primary world, thus, reducing con-
fusion and disorientation.

In our implementation, the pen held in the dominant hand is used
to define the secondary viewpoint in the surrounding virtual envi-
ronment (see Figure 6). The scene, seen from this viewpoint, is
displayed in the output window, which is mapped on the interac-
tion pad. Since the user sees the position of the virtual camera
in the primary world (surrounding environment) and the scene as
seen by the positioned camera simultaneously, the virtual camera
can be positioned very precisely. In this way, our tool overcomes

the limitations of the original eyeball-in-hand metaphor, while still
supporting its features.

4.4 Entering the Secondary World
Once the adjustment of the additional viewpoint in the secondary

world is accomplished, the new location can be entered, thus pro-
viding navigation capabilities. In order to enter the secondary world
as seen from the additional viewpoint, the user has to move the pad
towards her/his face until the window on the pad completely cov-
ers the viewing area2. Once this is done, the system automatically
detects this action and sets the secondary viewpoint vr to be the
current viewpoint vp  vr .

5. REMOTE OBJECT MANIPULATION
In general the remote object manipulation can be realized in

two different ways, considering the underlying concept of the tech-
nique:

� (UR) the manipulated object (or an icon of it) is brought into
the reach of the user’s hand (User Reach - techniques);

� (ER) the manipulation tool is extended to reach the remote
object (Extended Reach).

To the first set of techniques count the Voodoo Dolls [13], the
WIM [11, 17], the scaled-world grab [10], and the image plane in-
teraction [12]. Within this set, the techniques can be divided in two
main categories:

� (a) projection plane techniques;

� (b) manipulation of copy of the target object.

The first category consists of techniques that make use of the pro-
jection of the object being manipulated. The second provides an
appropriately scaled copy of the target object. This copy (icon) is
linked with the original, in such a way, that actions performed on
the icon are immediately applied to the original object.

The idea of the second category (ER) is to extend the physically
limited reach of the user’s hand. To this set count techniques like
the go-go [14], the HOMER [3], and ray-casting [9] techniques.

The common feature of the techniques in the first category (UR)
is that all of them support interaction with objects in the local en-
vironment. In contrast, with the second set of metaphors (ER), the
manipulation is performed in the remote location. Unfortunately,
none of the referenced techniques allows for spontaneous combi-
nation of both. This capability would make it possible to exploit
the best features of both remote manipulation concepts simultane-
ously.

5.1 Direct TTL Manipulation of Remote Ob-
jects

What we would like to have is a tool, which allows working with
the remote objects in their natural environment at a freely chosen
scale. The through-the-lens remote object manipulation is an im-
provement allowing both modes, ER and UR, to be arbitrarily com-
bined. The basic idea is to allow reaching through the window and
manipulating the objects seen through it.

We have shown in Section 4 how the secondary world viewed
through the output window can be adjusted such that a target loca-
tion is viewed through it. In this way, a kind of preview window to

2Note, that the output window is moved and that the secondary
world is fixed in space, thus the viewpoint “flies” through the win-
dow!
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a remote location is provided, similar to a wormhole known from
science fiction.

For the application of the remote object manipulation, we as-
sume that the secondary world is fixed in the space, as discussed
before. In this way, the pad becomes a magic lens revealing the
remote location.

Once the secondary world is adjusted as desired and fixed in the
space of the primary world, the window can be detached from the
surface of the interaction pad. Decoupling the window from the
pad’s surface allows projecting interaction tools on the latter and
applying them as usual. This scenario corresponds to case V1/O1,
namely, the secondary world and the output window are fixed with
respect to the primary world’s space.

On the other hand, if the window is not detached from the pad,
the pad can be used to “browse” different areas at the remote loca-
tion. If the aim of the remote object manipulation is adjustment of
the position and orientation of an object, this scenario may be even
preferred compared to detaching the window from the interaction
pad.

After accomplishing the adjustment of the viewpoint in the sec-
ondary world, the tracked stylus is used to interact with the remote
objects. The user can manipulate remote objects by reaching with
the stylus into the frustum volume defined by the lens and the cur-
rent viewpoint (see Figure 7). If the stylus is outside this volume, it

Remote location
viewed through

the output window
remote location

Adjustment of the

(a) (b)

(c) (d)

Figure 7: (a) and (b) show a sketch of the remote object ma-
nipulation. The left sketch shows the output window and the
remote location in the primary world, while the right shows an
object (fountain) added through the lens at the remote location.
The snapshots (c) and (d) show the proposed technique in ac-
tion. After defining a window to the secondary world, the user
can move objects at the remote location. In (d), the pen is visi-
ble in both worlds. (This figure is reproduced in color on page
216.)

acts in the local environment in the normal way. Moving the stylus
from the remote volume to the local volume and vice versa instantly
changes the context of interaction (see Figure 7 (d)).

This scenario enables the user to select an object at the remote
location and change its properties. Furthermore, the proposed tool
can be used to rotate and translate the object at its original position.
Since the secondary world can be viewed at an arbitrary scale, the
remote objects can be moved with high precision at any desired
scale size.

5.2 TTL Remote Drag-And-Drop
The change of context applied when the stylus is moved can be

exploited to teleport objects between locations by drag-and-drop
operations between volumes. As soon as the interaction pen and an
object picked with it leave the view volume described above, the
object is dragged to the primary world (the test is performed for the
tip of the stylus). When the manipulation is completed, it may be
put back to its original location.

In a slightly more complex scenario, objects can be even trans-
ferred between multiple remote locations with drag and drop op-
erations. In this way, the user can assemble a complex scene with
arbitrary fine details without having to change his/her position in
the primary world, while still having a tool for examining the scene
from different viewing positions. Thus, our approach provides a
solution to the problem of changing and examining the scene from
the current viewpoint, while manipulating objects in distant loca-
tions of the virtual world.

6. USABILITY
Event though we have not performed detailed quantitative us-

ability studies yet, preliminary qualitative evaluation of interactive
sessions with a virtual world assembly application have shown that
the TTL grab-and-drag and the TTL WIM tools are intuitive and
do not require training time in order to apply them appropriately.
In contrast, the eyeball-in-hand tool turned out to be confusing for
many users due to the 6DOF manipulation (see Table 1).

Considering the TTL-remote object manipulation, we also found
out that once the secondary world is adjusted appropriately, the ma-
nipulation at the remote location is easy to perform. This is due to
the fact that the applied tools behave like in the surrounding envi-
ronment.

One of our future research directions will be the proof of usabil-
ity of the proposed techniques, in which many users are envolved.
Furthermore, they will have to compare different interaction and
remote object manipulation techniques and judge about their appli-
cabilaty when performing different tasks.

7. CONCLUSIONS
Although each of the proposed techniques has some limitations,

the combination of all of them provides a powerful toolkit for ex-
ploring distant locations in a virtual world, as well as navigating in
virtual environments. The set of all proposed techniques allows for
covering all navigation categories addressed in the introduction.

The application of the through-the-lens concept for navigation
in virtual environments provides a powerful mechanism for imple-
menting preview-enriched navigation tools. It allows viewing lo-
cations of interest, while still being at the same location in the pri-
mary virtual world. This main contribution of this work enables the
enhancement of existing navigation aids and development of new
tools exploiting the through-the-lens concept.

Additionally, the proposed through-the-lens technique was also
applied for manipulating distant objects, while still at their original
location. It provides an universal technique for working with ob-
jects out of the user’s physical reach and proved to be a valuable
tool for assembling virtual worlds, circumventing some of the dis-
advantages of other known remote manipulation metaphors. In this
way, the user is not required to navigate to the remote location in
order to manipulate objects, but can stay at the current location and
examine the result of the remotely performed actions.

The proposed technique has shown in informal trials with expe-
rienced and novice users that it is very intuitive and easy to use.
Although it does not have a counterpart in real life, we achieved
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Technique Features Limitations
TTL grab-
and-drag

� suitable for searching tasks, and precise final ad-
justment tasks

� circumstantial for distant objects and locations

� intuitive viewpoint manipulation
TTL WIM � suitable for exploration and searching tasks � scene cannot be entered until not “fixed in space”

� supports multiple scale levels � improper for fine manipulations
TTL
eyeball-
in-hand

� requires very simple mental model
� easy to use for fine precision camera adjustment

� unsuitable for exploration
�may be confusing (too many degrees of freedom)

Table 1: Comparison of the proposed navigation tools.

convincing performance results applying this remote manipulation
concept.
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