Image Acquisition and Automated Inspection of Wine Bottlenecks
by Tracking in Multiple Views
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Abstract: In this paper we propose a prototype for image sequence acquisition of glass wine bottlenecks, whose
main novelty is the use of an inner lighting source for better capturing of potential defects. A novel approach
for automatic inspection of the bottlenecks based on tracking potential flaws along the acquired sequence is also
presented. Our inspection system achieves performance rates of 87% true positives and 0% false positives.
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1 Introduction

The bottle inspection systems appeared in the litera-
ture can be classified in two categories: Approaches
that make use of a single view/camera for detecting
flaws, e.g. [1, 2, 3, 4, 5, 6]; and frameworks that ex-
ploit the utilisation of multiple views/cameras to rein-
force the detection process, e.g. [7, 8, 9, 10, 11]. Our
proposed inspection device employs a single camera
for image acquisition. However, we emulate the use
of multiple cameras by recording an image sequence
of a wine glass bottle in successive rotations along its
principal axis.

In every image acquisition device the lighting
conditions play a major role in the quality of the ac-
quired images and therefore in the inspection task.
Since natural lighting conditions are dynamic and
change all the time it is not feasible to implement
algorithms that are robust to illumination changes
without burning important computational time [12].
Therefore, the use of artificial lighting is a requisite
for reaching good and uniform illumination for real-
time inspection systems. There exist several studies,
e.g. [13], concerning the placement of external light
sources around the object under examination. How-
ever, we do not know any work reporting on light
sources placed inside a glass bottle. We proposed the
design of an electro-mechanical device for image ac-
quisition and inspection of glass wine bottles using an
internal illuminating system. This allows us to obtain
high-quality images for capturing very small defects,
and to avoid the intrinsic reflections produced by ex-
ternal light sources.

Numerous methods for automated glass bottle in-
spection attempt to identify defects in the lips, body
and bottom of the bottles [1, 7, 8, 9, 10, 3,4, 5, 6, 11].
However, there are only few works that deal with the
problem of detecting flaws in the bottleneck [9, 2].
The neck is the bottle’s part where most of the defects
appear during fabrication, due to its narrow and hence
difficult to manipulate structure. In this paper we fo-
cus our research on the inspection of necks in empty
wine glass bottles.

For the inspection of the bottlenecks we propose
a novel methodology that performs tracking of poten-
tial flaws along the acquired image sequence. The key
observation is that only real flaws can be successfully
traced, since they do induce spatio-temporal relations
between the views where they appear. Conversely, po-
tential defects that cannot be tracked correspond to
false alarms. We effectively track and thus identify
real flaws by means of geometry of multiple views
[14]. In particular, we employ bifocal and trifocal
analysis. Although several published methods work
with multiple views, this is, to the best of our knowl-
edge, the first work on multiple view tracking for in-
spection of wine glass bottles.

Our paper is organised as follows: In Section 2
we present our prototype for image acquisition and
inspection of wine bottlenecks. Section 3 describes
our proposed algorithm for tracking real flaws along
multiple views. Section 4 shows the performance
achieved by our inspection system in comparison with
other methods proposed in the literature. Finally, we
summarise our contributions and succinctly describe
some ongoing and future work in Section 5.
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Figure 1: Proposed electro-mechanical prototype for
image acquisition.

2 Electro-Mechanical System for
Image Sequence Acquisition

In this section we describe an electro-mechanical de-
vice we have designed for the automatic acquisition
of an image sequence of the bottleneck of an empty
glass bottle under inspection. Two are the main com-
ponents of our mechanism: An internal illumination
system and a rotor that rotates the bottle during acqui-
sition. The image sequence is recorded by a standard
CCD camera. The device we have built is schemati-
cally shown in the Fig. 1.

As observed in the Fig. 1, an illuminating tube has
been placed inside the bottle. Four LEDs (T1 3.5v-
20mA) emitting white light uniformly are located at
the bottom of the tube. To improve light uniformity
a reflecting layer has been fixed at the other extreme
of the tube. To the best of our knowledge, there is no
inspection system for glass bottles proposed in the lit-
erature that places the illumination system inside the
bottle. This greatly improves the definition of the ac-
quired images, increasing therefore the probability of
capturing the smallest defects around the bottleneck.
Another important characteristic of the illuminating
tube is the set of artificial markers situated on both
extremes, as displayed in the Fig. 2. They will later
allow us to know the relative position of a defect along
the image sequence.

The rotational system shown in the Fig. 1 permits
rotating the bottle and the light source at the same
time. An image sequence of the bottleneck is thus
composed by views taken at successive rotations by a
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Figure 2: (a) Details of the illuminating tube; (b) Ex-
ample image captured by the CCD camera.

configurable spin angle «, controlled by a step motor.
The images are captured by a CCD sensor with high
resolution. In our experimental prototype we use a
CANON S3 IS camera with a resolution size of 2592
x 1944 pixels and a dynamic range of 24 bits. The
camera is placed around 20 cm from the bottleneck.
No additional light sources are utilised. The device
also includes a mechanical adjusting system to adapt
the inspection to different bottleneck lengths. An ad-
justable arm holds the bottle from its body, and a press
mechanism pushes the bottle against the rotor to keep
its vertical position.

The electro-mechanical system is commanded by
a Basic Stamp micro-controller PIC16C57 connected
to a standard personal computer via a RS232 commu-
nication port. The micro-controller is programmed
in Pbasic. For a specified spin angle « (degrees)
the micro-controller synchronises the step motor with
the illumination system. The camera’s acquisition
method is triggered by a camera control system via
Matlab. The image sequence consists thus of | 360/«
different views, where |- | is the floor function.

For the sake of simplicity, we have built our pro-
totype considering an upside down bottle!. However,
it is also possible to assemble the system with a right
side up bottle. Our bottle inspection apparatus em-
ploys a single camera only. However, by recording
an image sequence of the bottle under examination
we are able to emulate a system using multiple cam-
eras [7, 8, 9, 10, 11]. It is important to mention that
no camera calibration procedure is considered at all.

!Similar to the inspection of wineglass in [15].
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Figure 3: Proposed bottle inspection system.

Therefore, we actually obtain uncalibrated image se-
quences, which we will utilise in the next section for
tracking and detecting real defects in bottlenecks us-
ing geometry of multiple views [14].

3 Detection of Real Flaws by
Tracking in Multiple Views

In the previous section we described an electro-
mechanical device specially designed for capturing
image sequences of bottlenecks using a single camera.
In some applications, a unique image might be enough
for inspecting certain objects or materials. However,
the use of multiple views can reinforce the diagnosis
made with a single image. That is the case for ex-
ample for low signal-to-noise ratio imaging systems,
where the identification of real defects with poor con-
trast entails the appearance of numerous false alarms
as well. Here, we aim at exploiting the redundant in-
formation present in the multiples views of the bottle
under inspection in order to discriminate real defects
from false alarms. In fact, only real flaws can success-
fully be tracked along an image sequence. This is the
main idea that will allow us to distinguish real flaws
from other artifacts. Based on such observation, we
propose a three-steps methodology for detecting real
flaws in the bottleneck of a glass bottle: segmenta-
tion of potential flaws, computation of corresponding
points, and tracking potential flaws. Similar ideas has
been treated in [16, 2, 17, 18]. Apart from dealing
with another application and proposing a system for
image acquisition, the main differences between this
contribution and these works lie in our clever choice
of corresponding points and in the utilisation of sev-
eral filters for defect segmentation. The Fig. 3 shows
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Figure 4: Segmentation of potential defects.

a general overview of our proposed methodology for
image acquisition and defect detection.

3.1 Segmentation of potential flaws

The segmentation of potential defects in every im-
age of the sequence is outlined in the Fig. 4. First,
the original image is filtered with a Gaussian filter
in order to reduce the amount of noise intrinsic to
any CCD image acquisition process (I1). Second, a
bottom-hat filter is applied to isolate potential defects
from the background (I2). Third, potential defects are
segmented in every image using the Valley Empha-
sis method [19]. For each potential defect, the mass
centre is taken and stored in homogeneous coordi-
nate. As a result, numerous potential defects appear
as observed in the segmented image (/3). Neverthe-
less, only few of them correspond to real flaws.

3.2 Computation of corresponding points

As stated before, our final goal is tracking real defects
in an image sequence. For this purpose, accurate cor-
responding points between every pair of views are re-
quired. We solve this problem by placing equidistant
artificial markers on both extremes of the illuminat-
ing source, as shown in the Fig. 2. The lower mark-
ers are positioned at the same vertical level, while
the upper ones follow a sinusoidal wave. Using these
markers we can compute a set of corresponding points
between each pair of consecutive or non-consecutive
views. This is schematically outlined in the Fig. 5.
The upper and lower markers of each view are con-
nected through vertical lines between their mass cen-
tres, which were also extracted in the segmentation
step. Since the length of a vertical line connecting
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Figure 5: Computation of corresponding points.

two particular markers remains constant along the im-
age sequence, we know the relative position of these
markers in different views. Therefore, the set of cor-
responding points between two views a and b is con-
formed by the relative positions of their markers. Such
correspondences are later used to estimate the funda-
mental matrix F,; that relates any pair of points in
the views a and b.2

3.3 Tracking of potential flaws

In the previous step we have segmented all potential
defects along the image sequence. We now turn to the
problem of separating real flaws from false alarms.
The key observation is the fact that only real flaws
could be tracked along the image sequence. A real
flaw entails a spacio-temporal relation in the differ-
ent views where it appears, while a false alarm corre-
sponds to a random event.

In the previous segmentation step each identified
potential defect is represented by its mass centre. For
instance, the mass centre of the j-th potential defect in
the a-th view is stored in homogenous coordinates as
m}, = [}, y4, 1]7. If this potential defect is actually
a real flaw it must have a corresponding point mi in
another consecutive or non-consecutive view b where
a potential defect ;7 was also segmented. According
to the principle of multiple view geometry [14], the
points m/, and m are in correspondence if they are
related by the fundamental matrix F, ; such that

- ‘
m; F,,m;=0.

This relation is known as epipolar constrained. 1t in-
dicates that the point m{) can only lie on the epipo-
lar line of the point m{, defined as I;, = F; ;m; =

’In estimating F', ;, we combine the algorithm of Hartley [14]
with the biepipolar restriction presented in [20].
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Figure 6: (a) Example of bifocal correspondences; (b)
Example of trifocal correspondences.

(6 o, 1L, 15 ). Then, knowing 1) we identify the cor-
respondence associated with the potential defect 7 as
the potential defect j in the view b that satisfies the

constraint

im] " F,, mi|

(le0)? + (ley)?

<ér,

for small ;. If this constraint is fulfilled a potential
defect is thus found in the two views. In this case
it could be considered as a real flaw with a bifocal
correspondence. Otherwise, it is regarded as a false
alarm. An example is shown in the Fig. 6a. The same
procedure is applied to every potential defect in the
view a that is to be found in the view b.

To confirm that a bifocal correspondence repre-
sents indeed a real flaw, we try to discover a new cor-
respondence in a third view with the help of trifocal
tensors. Let T = (77®) be a 3 x 3 x 3 matrix rep-
resenting the trifocal tensor that encodes the relative
motion among the views a, b, c.> Then, we can esti-
mate the hypothetical position of a defect & in a third

view c using the correspondences m},, m{) and the ten-

3See [14] for details on the computation of the trifocal tensors.
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We compare the estimated position with all potential
flaws of the view c, regarding the potential defect k as
areal flaw if the constraint

¢ —me|l < e

is fulfilled. In this case a potential defect is thus found
in the three views, i.e., a real flaw with a trifocal cor-
respondence has been detected. Potential defects that
do not find correspondence in three views are finally
discarded and considered false alarms. An example is
shown in the Fig. 6b.

4 Comparative Results

We now evaluate the performance of our proposed
methodology for inspecting bottlenecks of empty
glass wine bottles. In our experiments we used 13
color image sequences of a dozen bottles with real
flaws. The area of the smallest defect was around 15
pixels. Each sequence consists of 24 images (o« = 15
degrees). From the recorded images we extract sub-
images of the bottlenecks of 1000 x 250 pixels. The
inspection was performed considering trifocal corre-
spondences in consecutive images, where the num-
ber of real flaws fluctuates between 0 and 8, with an
average of 3.3 flaws/image. We therefore expect our
method to identify 13x (%) x 3.3 flaws approximately.
The performance is assessed considering two indica-
tors: the true positive rate (TPR) and false positive
rate (FPR), defined respectively as:

TP FP
e’ TR TRp
where TP is the number of true positives (defects
correctly classified), FP is the number of false posi-
tives (regular structures classified as defects, i.e., false
alarms), and RD is the number of existing real de-
fects. Ideally, TPR = 100% and FPR = 0%, i.e., all
defects are detected without flagging false alarms.
Our tests showed good performance with TPR =
87% and FPR = 0%. In Table 1 we juxtapose our
results with other inspection systems proposed in the
literature, indicating the use of single or multiple im-
ages. It is important to mention that this is just a quan-
titative comparison, since the listed methods were

TPR =

“The estimated projection in the third view can be improved
applying the point-line-point method proposed in [14, pp.373].

Table 1: Comparison with other inspection systems

Inspected parts ‘ Views ‘ Tracking ‘ TPR ‘ FPR
neck [2] Single No 85% 4%
lips, body, bottom [5] | Single No 97% | >1%
lips [3] Single No 98% 0%
body [7, 8] Multiple No 80%-85% 2%
body, bottom [10] Multiple No 100% | >1%
lips, neck [9] Multiple No 98% 2%
neck (our method) Multiple Yes 87 % 0%

tested on different images (or image sequences) and
type of bottles, and they inspect one or several bottle
parts (lips, mouth, bottleneck, body, bottom). Never-
theless, to the best of our knowledge, our methodol-
ogy for glass bottle inspection is the first one that per-
forms tracking of potential flaws in multiple views.

Concerning the real-time capabilities of our
methodology, the computational time required to pro-
cess trifocal correspondences was 2.8 sec in average,
using a Matlab 7.0’s implementation running on a
Pentium Centrino 2.0 GHz under Windows XP SP2.
34% of computational time is spent reading the im-
ages, 35% in the segmentation, 11% in the trifocal
analysis, and 20% in other Matlab’s internal opera-
tions.

5 Conclusions

Our principal contribution was twofold: First, we
present a prototyping design of an electro-mechanical
device for acquiring image sequences of wine bottle-
necks using a single camera. Its main novelty is the
placement of the illuminating source inside the bottle,
which greatly improves the definition of the inspected
images. Second, we introduce a new methodology
for detecting flaws in the bottleneck based on track-
ing potential defects along an image sequence. Our
inspection system achieves performance rates of 87%
true positives and 0% false positives. Although these
good results, our implementation is not yet competi-
tive in terms of computational time. In this sense, sev-
eral improvements are matter of ongoing work. For
instance: the use of a fast industrial camera instead
of a slow commercial camera together with a faster
bottle rotating mechanism; the transfer of our Matlab
implementations to a highly efficient low-level pro-
gramming language; and the exploitation of multigrid
implementation strategies. Additional future work in-
cludes the adaptation of our electro-mechanical device
for inspecting not only bottlenecks, but other bottle
parts as well.
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