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Abstract. One of the challenges of computer vision is to improve the
automatic systems for the recognition and tracking of objects in a set of
images. One approach that has recently gained importance is based on
extracting descriptors, such as the covariance descriptor, because they
manage to remain invariant in the regions of these images despite changes
of translation, rotation and scale. In this work we propose, using the
Covariance Descriptor, a novel saliency system able to find the most
relevant regions in an image, which can be used for recognition and
tracking objects. Our method is based on the amount of information from
each point in the image, and allows us to adapt the regions to maximize
the difference of information between the region and its environment. The
results show that this tool’s improvements can boost trackers precision
up to 90% (with initial precision of 50%) without compromising the
recall.
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variance Descriptor.

1 Introduction

When recognizing objects in an image there are several approaches to define
them. It can be done by: points of interest, descriptors with relevant informa-
tion [9]; bags of words, areas that define the object [10]; features of a region,
variance of the features of the region [11]; local appearence, attention operators
based on symetry [7]; among others. One of the methods that has shown good re-
sults in object recognition and tracking is based on regions characterized by the
covariance descriptor proposed by Porikli et al. [11]. This descriptor represents
a region or window by a covariance matrix formed from the image’s features.
Our approach was inspired by the good results obtained in different applications
that use this descriptor [2], [12], [14].

One of the problems from tracking algorithms that use one of the descrip-
tors previously described, is chosing the correct window that gives sgnificant
information for the recognition. To determine this region, one has to take into
consideration the final use of the system. By example, for people tracking, one
would choose a face detector such as Voila-Jones [13] or a people detector such
as Felzenszwalb [5]. Several trackers and detectors use a rectangular region,
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from which arises the problem that within the chosen region is the described
object and also the background of the image. This causes that a large amount
of information of the region is not from the object, causing a low performance
of the tracker. Therefore if the object has little significant infomation and the
background has many, the trackers will get confused by considering that the
background is more important than the object.

We searched to solve this problem through the quantification of the image’s
information. This would be acheived by adapting the target region to reduce the
noise caused by the background, maximizing the information’s contrast between
the window and its neighborhood. Currently, to determine if an area or a point
contains relevant information, we use saliency systems. Itti et al. [6] present
a model for saliency detection, which searches for saliencies in three diferents
layers: a color layer, an intensity layer and an orientation layer. Then it linearly
combines the zones found by the three layers to obtain the saliency map of the
image. On the other hand, Achanta et al [1] present a method to determine
salient regions in images using low-level features of luminance and color.

Our saliency method, unlike the method of Itti et al. [6], searches for saliency
zones by integrating the color, intensity and orientation layers, and evaluating
their covariance on a point through its neighborhood. With this information,
we quantify the amount of variation in a pixel allowing us to form a system of
saliency. From this we retrieve the saliency map and we define a better region
to initialize the tracker, obtaining a high improvement in the precision, from a
50% to a 90%.

In this paper, we present a novel system for the improvement of recognition
and tracking algorithms through the quantification of a pixel’s information. It’s
simple and fast. Using the properties of the covariance descriptor to establish
the variance of diferents features in a pixel, we found the areas containing the
largest amount of information. This article is organized as follows: in section 2
we present the mathematical bases, the hypothesis and the implementation of
the problem; in section 3, we present the methodology and the results; finally,
in section 4 we present the conclusions and future works.

2 Proposed Method

2.1 Covariance Descriptor

The covariance descriptor for one point proposed by Porikli et al. [11], is formally
defined as:

F (x, y, i) = φi(I, x, y) (1)

where: I is an image which can be in RGB, grayscale, infrared, etc.; x and y are
ther coordinates of a pixel; F is a W×H×d matrix, where W is the width of the
image, H the height and d is the number of features used; and φi is the function
that relates the image to the i-th feature; i.e. the function to get the i-th feature
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from de image I. The proposed method uses a 11 characteristic tensor F , which
is defined by:

F (x, y, i) = [x y R G B |Ix| |Iy|
�
|Ix|2 + |Iy|2 |Ixx| |Iyy|

�
|Ixx|2 + |Iyy|2] (2)

For further analysis in the selection of features for the covariance descriptor
and the method of calculation of the covariance matrix, we encourage the reader
to take a look on the work of Cortez et al. [4].

2.2 Saliency Model

In order to establish the amount of information contained in a pixel, we build
the matrix F from (1). The idea is to get the amount of information for a pixel,
that’s why we define the region of the descriptor as the neighborhood of the pixel.
But we need a metric to evaluate the covariance matrix. In our experiments we
tested with the largest singular value, with the infinity norm, the determinant
and the logarithm of the absolute value of the determinant. The latter gave the
best results. Therefore, we define the magnitude of the obtained matrix CR as
the logarithm of the absolute value of the determinant of the matrix. Thus, we
define the amount of information I for a pixel (x, y) with a neigborhood N as:

S(x, y) = log(| det(CR(N))|+ 1) (3)

2.3 Saliency Region Detector

With the saliency map already obtained, we determined the window where the
higher amount of information was concentrated. For this we created an algo-
rithm that reduces the size of a window to maximize the information within
it. For a fast calculation we used the same method to calculate the covariance
matrix: first, we created the integral matrix of the saliency map IS ; and then,
we calculated the information in a region with:

IS(R) = IS(x, y) + IS(x
�
, y

�)− IS(x
�
, y)− IS(x, y

�) (4)

We defined a line as a rectangle with a side of one pixel long. Then we set
the window as the entire image and begun to reduce it. We set a stopping point:
defining what percentage of the image’s information we wanted to be inside the
window. Then, for each side, we calculated how much information they gave. The
one that gave less information was reduced, and so on until the region contained
the percentage of information previously defined.

2.4 Effectiveness Score

To evaluate tracking algorithms there are two widely used metrics: precision and
recall. But having two scores that are almost as important, is a problem. Here
is where an other score is needed, that combines both metrics, as it does the
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F -score. However, for a further analysis on the tracked path, the precision is
more important than the recall, so a F0.5-score is advised. Using a variable pa-
rameter tends to cause conflict because of the variability of the results when the
parameter is altered. So to measure the performance of the tracking algorithms
we propose a new score called effective score defined as:

E − score = 3
�
precision2 ∗ recall (5)

This new score gives us a powerfull tool for choosing the best percentage of
information taking into account the precision and the recall. This score was not
used to compare us with other methods, but to determine the best percentage
for a set of images.

2.5 Automatic determination of the percentage of information

We have discussed an algorithm to choose a better initial region, however, we
have to set the parameter of the percentage of information. If we want this to
work automatically then we have to establish a method that sets the value of
the parameter. For this task we have chosen a bayesian network where the set of
variables are: the percentage of information (Ai); the training videos (Bk); the
most similar training video (C); and the success for tracking (E). From the joint
distribution we have:

argmax
i

P (E|AiC) (6)

After a few arithmetics operations and considering the law of total probabilty
we have:

argmax
i

m�

k=1

[P (E|AiBk)P (Bk)]
n�

j=1

[P (E|AjC)] (7)

where: Ai is a given percentage; and Bk is a video of the training set, where
P (Bk) is the probability of the test region to be like the training region given
theirs covariance matrices similarities.

3 Experiments and Results

The aim of the experiments described below is to show the main aspects of
our method and then to show a successful application for the improvement of
monitoring systems.

3.1 Saliency Region Detector

The goal of this algorithm is to determine if a point is salient or not. For each
point of the image, we assign the square region of five pixels as its neighborhood.
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From this we obtain a map of saliency using the variation of the features that
form the covariance matrix. In comparison with other algorithms, our map is
much more visually understandable, since the saliency is for each point and not
for an area (Figure 1).

(a) (b) (c)

Fig. 1. Example of the saliency map obtained through the Covariance matrix: (a)
original image; (b) our proposed saliency map; (c) Itti’s saliency map [6].

In reality, indoor backgrounds are complex and have too much information.
That’s why we use a similar process, minimizing the information within the
window. Thus, we leave most of the background information outside, which pro-
duces noise and errors when tracking. By eliminating the sides that contain
higher amount of information we reduce the window, which decreases the infor-
mation within it and maximises the contrast of information between the region
and its neighborhood (Figure 2).

(a) (b) (c)

Fig. 2. Example of windows obtained removing sides that contain higher amount of
information and leaving 66 percent of it within de window: (a) region obtained from
full image; (b) region obtained from image cropped whith a pedestrian detector [5]; (c)
region obtained from image cropped whith a face detector [13].

3.2 Improvement of Tracking Algorithms

The application to which we tested our saliency model was tracking algorithms.
We experimented with twenty videos obtained from a supermarket, hoping to
verify if there was an improvement by applying it at the beginning of a tracking
system. In scenarios like the supermarket, where everything is done to attract
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Fig. 3. Results obtained on images with lots of information in the background. First
row corresponds to the reference result obtained using the ONBNN [3]. The second
row is the result where the initial region was modified with our algorithm.

the customer’s attention, the saliency algorithms select the background as points
of interest and not the person, who tends to have more uniform colors.

As tracking algortihms we used two state of the art methods: the on-line naive
bayes nearest neighbor (ONBNN) for covariance descriptors [3], and the TLD
real-time algorithm [8]. As initial region we used two different methods: ground
truth of a person, to analyse how important is a small amount of background
for a tracking system; and a people detector [5], to determine the benefits of
the method in a full tracking system. Finally, as saliency algorithms we used
three methods: our method, center surround by Achante et al. [1] and Itti et Al
algorithm [6].

The results show that saliency algorithms increase the precision of tracking
algorithms, however, in some cases, they tend to sacrifice the recall (Table 1). Our
method gets higher results in precision without compromising to much recall,
or even increasing it. This allows us to obtain better F-Score and E-Score and
through an analysis of these scores, we found that better results for ground truth
are found using a 70% of the information and for felzenszwalb are found using a
40% of the information. Using better regions, we can prevent that a region gets
stuck in the initial position because it doesn’t get confused with the background
(Figure 3).

Finally, using our bayesian network and choosing the precision as the success
of the tracker, we can improve the precision of the ONBNN tracker from a
57.1% to a 98.2% but decreasing the recall. Inversely, if we choose the recall as
the success of the tracker we can improve it from a 45.9% to a 56.5% while also
increasing the precision to 85.2 %. However, using a Score as the success, we
increase the precision to an average of 97.7% while increasing the recall to an
average of 49.8% (Table 2). This shows that scores give us powerful information
for the improvement of tracking algoritms. They improve the precision and the
recall at the same time, reaching high precision levels.
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Table 1. Average percentage from twenty videos with initial region ground truth and
a people detector, after using a saliency model to adapt the region (100 % means no
saliency algorithm was used and auto the autoselection of percentage using the E-Score
as the tracking success).

(%) Ground Truth Felzenszwalb

Tracker ONBNN LTD ONBNN LTD

Saliency Us C.S. Itti’s Us C.S. Itti’s Us C.S. Itti’s Us C.S. Itti’s

10 95.6 85.9 5.9 46.2 39.6 0.0 84.7 82.6 8.7 12.8 15.7 0.0

20 92.9 91.8 10.6 43.7 51.0 0.0 90.4 91.1 14.0 25.2 19.9 0.0

30 94.3 92.6 24.7 64.4 52.7 5.9 88.0 79.0 22.5 25.8 27.1 0.0

40 89.0 92.5 44.8 68.7 51.5 2.2 86.6 78.1 31.8 26.6 58.6 0.0

50 88.5 87.5 53.4 67.1 68.4 18.0 74.4 79.2 45.5 23.3 63.4 0.0

Precision 60 85.2 87.0 58.7 65.6 67.5 22.3 72.0 66.1 50.0 22.6 65.1 0.0

70 87.7 76.7 73.5 62.5 61.3 27.2 70.3 71.9 67.7 42.2 69.2 0.0

80 76.3 74.6 82.5 54.7 61.5 28.8 65.4 67.8 79.7 57.9 64.2 0.0

90 78.1 76.1 84.5 59.0 59.1 31.9 65.4 62.8 88.8 64.8 57.7 0.0

100 57.1 51.3 60.4 59.2

Auto 94.4 - - 79.6 - - 85.7 - - 72.9 - -

10 21.2 16.0 0.0 15.4 9.8 0.0 18.3 16.7 0.0 4.8 3.4 0.0

20 26.4 21.7 0.7 16.0 17.5 0.0 26.2 24.5 0.1 9.6 6.1 0.0

30 34.0 30.4 1.2 25.5 19.2 0.0 31.9 30.1 0.5 9.4 10.6 0.0

40 38.7 37.6 2.0 30.2 24.5 0.1 37.0 34.7 0.9 13.2 18.6 0.0

50 44.1 39.2 3.4 30.9 28.0 1.4 38.4 38.7 1.8 13.7 26.7 0.0

Recall 60 43.8 45.2 6.3 34.3 36.8 2.4 40.6 36.5 3.1 19.6 28.8 0.0

70 47.9 43.5 8.1 33.5 33.0 3.1 41.7 41.7 5.5 28.9 32.8 0.0

80 45.3 46.7 12.7 34.8 32.7 3.1 41.5 43.3 8.2 41.1 33.4 0.0

90 49.1 48.2 16.2 34.4 32.7 3.7 44.2 41.3 12.8 52.3 32.5 0.0

100 45.9 38.1 45.6 48.2

Auto 50.4 - - 40.2 - - 52.4 - - 42.2 - -

4 Conclusions

To improve the tracking systems we have developed a novel saliency model
that uses the covariance descriptor. This saliency system allows us to determine
whether an object will be easy or difficult to follow in a video, given that the
background contains more- or less- information than the object, and to extract
enough information to improve recognition and tracking systems.

We could also improve the initial regions coming from detectors, thus re-
ducing the noise produced by the backgrounds. Although we do not always see
improvements in the tracking systems, we could improve the results in cases
where they may have failed, keeping the same performance in other cases.

We also propose the use of a bayesian network to efficiently select the best
initial region. This allows us to choose if we use, or not, saliency to improve
the tracker. We noticed, that bigger regions have less problems to be tracked so,
it’s more efficient not to use the saliency. However, smaller regions has several
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Table 2. Average percentage using the bayesian network to automatically select the
best percentage of information. We compare the use of Precision, Recall, F-Score and
E-Score as succes of the ONBNN tracker using ground truth for initial region.

Ground Truth Felzenszwalb

Precision Recall F-Score E-Score Precision Recall F-Score E-Score

Normal 57.1 45.9 50.0 52.2 60.4 45.6 55.9 54.5

Precision 98.2 29.0 61.3 62.9 92.9 27.8 61.0 61.1

Recall 85.2 56.5 74.1 72.5 81.3 54.4 72.3 70.2

F-Score 95.0 49.2 78.1 75.3 85.7 52.4 74.2 71.8

E-Score 94.4 50.4 77.9 75.4 85.7 52.4 74.2 71.8

problems to be tracked so, it’s highly recommended to perform our saliency
algorithm to improve the tracking results.
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