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Abstract
The Open Linguistics Working Group (OWLG) brings together researchers from various fields of linguistics, natural language processing,
and information technology to present and discuss principles, case studies, and best practices for representing, publishing and linking
linguistic data collections. A major outcome of our work is the Linguistic Linked Open Data (LLOD) cloud, an LOD (sub-)cloud of
linguistic resources, which covers various linguistic databases, lexicons, corpora, terminologies, and metadata repositories. We present
and summarize five years of progress on the development of the cloud and of advancements in open data in linguistics, and we describe
recent community activities. The paper aims to serve as a guideline to introduce and involve researchers with the community and more
generally with Linguistic Linked Open Data.
Keywords: Linked Data, language resources, community groups

1. The Open Linguistics Working Group
Linguistics, natural language processing, and related disci-
plines share a fundamental interest in language resources
and their availability beyond individual research groups.
This is necessary not only to fullfill fundamental princi-
ples of science (replicability), but also to facilitate subse-
quent re-use of resources created from public funding, e.g.,
as training data for novel tools, as a basis to increase the
amount of data available for quantitative analyses, or as a
component of innovative applications. The latter may in-
clude quite unforeseen uses, as in the case of the psycholin-
guistic resource WordNet (Fellbaum, 1998) turning into a
significant component in numerous information technology
systems.
Publishing language resources under open licenses, to facil-
itate exchange of knowledge and information across bound-
aries between disciplines as well as between academia and
the IT business, has thus been an area of increasing interest
in academic circles, including applied linguistics, lexicog-
raphy, computational linguistics, and information technol-
ogy. Interested individuals began to organize themselves in
the context of the Open Knowledge Foundation (OKFN)1,
a community-based non-profit organization aiming to pro-
mote open data. In 2010, we established the Open Linguis-
tics Working Group (OWLG)2 of the Open Knowledge

1http://okfn.org/
2http://linguistics.okfn.org

Foundation as an interdisciplinary network open to anyone
interested in publishing and using language resources, or
in open licenses. The OWLG facilitates information ex-
change through a mailing list, regular meetings, joint pub-
lications, community projects, and interdisciplinary work-
shops, including the Linked Data in Linguistics workshop
series with recent editions in Reykjavik and Beijing, and
the next event in this series co-located with this conference
(LREC 2016) in Portorož, Slovenia.
In parallel to forming the OWLG, we have seen a rising
interest in using Semantic Web standards to represent web-
accessible, but distributed and heterogeneous language re-
sources in a uniform and interoperable way, and as a means
to facilitate the access of openly available language re-
sources. As these two trends in the field converged, the
OWLG not only spearheaded the creation and collection of
open linguistic data, but also initiated the creation of the
Linguistic Linked Open Data (LLOD) Cloud (Sect. 2.),
our most influential community project.
Subsequently, we have seen not only a number of ap-
proaches to provide linguistic data as linked data, but also
the emergence of additional initiatives that aim to inter-
connect these resources (Sect. 3.). The LLOD cloud is
hence being developed in collaboration with several W3C
Community Groups and with European projects, especially
Lider3, which was a community support action for linguis-

3http://www.lider-project.eu



tic linked data, and also LOD24 and QTLeap.5 These ef-
forts have led to a growth of about 357% since the first in-
stantiation of the cloud (28 linked resources in February
2012, 128 in February 2016).

2. The LLOD Cloud
The Linguistic Linked Open Data Cloud is the most promi-
nent community project of the OWLG. It was established
to measure and visualize the adoption of linked and open
data within the linguistics community. Since its first con-
ceptualization in 2011 and its first materialization in 2012,
considerable work has gone into improving the definition
and infrastructure that supports the cloud, with the result
that, since Spring 2015, the cloud is generated on a monthly
basis, as shown in Figure 1. In particular, we have further
refined the criteria for inclusion and the methods for track-
ing resources.

2.1. Linguistically Relevant Resources
An important criterion is that a dataset must be linguisti-
cally relevant in that it provides or describes language data
that can be used for the purpose of linguistic research or
natural language processing. In particular, we define the
following kinds of resources:

1. Linguistic resources in a strict sense are resources
that were intentionally created for the purpose of lin-
guistic research or natural language processing, and
which contain linguistic classifications, annotations,
or analyses or have been used to provide such infor-
mation about language data.

2. Other linguistically relevant resources include all
other resources used for linguistic research or natu-
ral language processing, but not necessarily created
for this purpose, e.g., large collections of texts such
as news articles, terminological or encyclopedic and
general-purpose knowledge bases such as DBpedia
(Bizer et al., 2009), or metadata collections.

2.2. Infrastructure and Metadata
The OWLG provides guidelines to data publishers on how
to include their resources in the LLOD cloud.6 The
cloud diagram is currently generated from metadata main-
tained at DataHub7 and hence contains only resources de-
scribed in DataHub. An alternative metadata repository
specialized for linguistic resources is under development:
Linghub (McCrae et al., 2015a).8 It aims to provide a
search engine and index for linguistic resources and at-
tempts to harmonize metadata from a number of differ-
ent sources, including Metashare (Federmann et al., 2012),
CLARIN VLO (Van Uytvanck et al., 2012), DataHub and
LRE Map (Calzolari et al., 2012). It will soon replace
DataHub in the generation of the cloud diagram. LingHub,

4http://lod2.eu/
5http://qtleap.eu/
6http://wiki.okfn.org/Working_Groups/

Linguistics/How_to_contribute
7http://datahub.io
8http://linghub.org

Date Datasets Links

February 2012 28 41
September 2013 53 78
November 2014 103 167
May 2015 126 203
February 2016 128 209

Table 1: Growth of the LLOD cloud over time

being an indexing and search service, only harvests, pro-
cesses and indexes metadata from external repositories but
does not support the direct upload or submission of lan-
guage resources, which should be done via its component
repositories.
We classify LLOD resources into three broad groups:
Corpora (blue in Fig. 1) are collections of language data,
e.g., examples, text fragments, or entire discourses.
Lexical-conceptual resources (green in Fig. 1) focus on
the general meaning of words and the structure of semantic
concepts.
Metadata (red in Fig. 1) includes resources providing in-
formation about language and language resources, i.e., ty-
pological databases (collections of features and invento-
ries of individual languages, e.g., from linguistic typology),
linguistic terminology repositories (e.g., grammatical cat-
egories or language identifiers), and metadata about lan-
guage resources (linguistic resource metadata repositories,
including bibliographical data).
Among LLOD data sets, we encourage the use of open li-
censes. As defined by the Open Definition, open refers to
“[any] piece of content or data [that] is open if anyone is
free to use, reuse, and redistribute it – subject only, at most,
to the requirement to attribute and share-alike.”9 At the mo-
ment, this condition is monitored but not strictly enforced
as a criterion for inclusion in the LLOD cloud. This is in
part due to the lack of information about the licensing of the
resources and ongoing discussions within the group about
the use of non-commercial licenses. However, we expect to
reach a consensus within the next few months.

2.3. Extracting the LLOD Cloud
The LLOD cloud is extracted on the basis of the meta-
data in Datahub10. These resources are collected directly
by means of the API and validated using the steps de-
scribed below. Then a D3.js11 script is used to generate
the image and update the site, which is carried out on a
monthly basis. All the diagrams are available at http:
//linguistic-lod.org and some statistics are given
in Table 1, showing a continuous growth of the cloud in the
past years.

2.4. Validation
The first draft of the LLOD diagram, presented at
LREC 2012 (Chiarcos et al., 2011), still included many re-
sources whose providers had at the time merely promised
to provide linked open data. The criteria for inclusion have

9http://opendefinition.org
10http://datahub.io
11https://d3js.org
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Figure 1: Linguistic Linked Open Data cloud as of October 2015

subsequently been strengthened by requiring availability of
a resource and its links (thus manifesting the first actual
LLOD diagram rather than a draft, since September 2012),
metadata quality, etc. Since early 2015, we introduced in-
creasing automatic verification routines for the metadata
provided by the resource providers. In order to bring re-
sources into the linked data cloud we rely on the metadata
recorded in Datahub. In particular, we attempt to find re-
sources by looking for specific groups and tags that are as-
sociated with linguistic resources. We then check that the
resource’s metadata includes some link to some other re-
source in the LLOD cloud, and we hope to automatically
detect the links in the immediate future by building on the
work of the LODVader project.12 We then check that the
resource is available by attempting to download it and dis-
carding all resources that are no longer available. We have
attempted to notify the authors of resources that no longer
meet the criteria for inclusion in the cloud. However, our
experience has been that this did not motivate many authors
to update their resources.

2.5. Vocabularies
The Linguistic Linked Open Data Cloud has grown signif-
icantly in the last few years and most notably, unlike the
non-linguistic LOD Cloud, is not centered around one nu-

12http://lodvader.aksw.org/

cleus but instead has used many different vocabularies and
datasets to link to. Among these are BabelNet (Ehrmann et
al., 2014), LexInfo (Cimiano et al., 2011), and Lexvo (de
Melo, 2015). In addition, a number of new vocabularies
have emerged including the OntoLex model,13 the NLP In-
terchange format NIF (Hellmann et al., 2013), the Word-
Net Interlingual Index (Sect. 5.2.), and the FrameBase
schema (Rouces et al., 2015a) (Sect. 5.3.).
These vocabularies have increased the power of linked
data to represent the complete spectrum of language re-
sources and show that new resources can be created that
use the power of linked data to link across different types
of languages resources, such as terminologies and dictio-
naries (Siemoneit et al., 2015) and corpora and dictionar-
ies (McGovern et al., 2015).

3. Other Community Group Efforts
OWLG members have been very active in promoting the
development and adoption of linguistic linked data, which
had an effect not only in the growth of the LLOD cloud but
in the development of representation models, guidelines,
and best practices. These activities have been developed
in the context of a number of W3C groups and projects, as
it is detailed in the rest of this section.

13http://cimiano.github.io/ontolex/
specification.html



3.1. OntoLex
The Ontology-Lexica Community (OntoLex) Group14

was founded in September 2011 as a W3C Community
Group. It aims to produce specifications for a lexicon-
ontology model that can be used to provide rich linguistic
grounding for domain ontologies. Rich linguistic ground-
ing includes the representation of morphological and syn-
tactic properties of lexical entries as well as the syntax-
semantics interface, i.e., the meaning of these lexical en-
tries with respect to a given ontology. An important issue
herein will be to clarify how extant lexical and language re-
sources can be leveraged and reused for this purpose. As
a byproduct of this work on specifying a lexicon-ontology
model, we are establishing a network of lexical and termi-
nological resources that are linked according to the Linked
Data principles, forming a large network of lexico-syntactic
knowledge.

3.2. LIDER, BPMLOD and LD4LT
The LIDER project was a support action funded by the FP7
European program aimed to exploit and build upon multi-
lingual and linguistic linked data for content analytics by
establishing a strategy for progressing from existing indus-
try practices and technological capabilities to the vision of
the LLOD. The project built a global community of stake-
holders in industry, research and standards, interested in the
use of LLOD for multilingual, cross-media content analyt-
ics. Upon the conclusion of the project, we understand that
OWLG can play an important role in the continuation of the
community. The main outcomes of the project have been
the development of a reference architecture (Brümmer et
al., 2015) and a roadmap (Cimiano et al., 2015) for LOD-
based multilingual, cross-media content analytics in enter-
prises.
Also with the support of the LIDER project, the W3C Best
Practices for Multilingual Linked Open Data (BPMLOD)
community group15 have developed a set of guidelines and
best practices for integrating language and media resources
into the LOD cloud, as well as generating and exploiting
LOD-based language and media resources for content an-
alytics. This has constituted an important step towards the
dissemination and adoption of LLOD. The referred guide-
lines are:

1. Linguistic Linked Data Generation: Multilingual Dic-
tionaries (BabelNet)

2. Linguistic Linked Data Generation: Bilingual Dictio-
naries

3. Linguistic Linked Data Generation: Multilingual Ter-
minologies (TBX)

4. Developing NIF-based NLP Web Services

5. LLD Exploitation

6. Linguistic Linked Data Generation: WordNets

7. Linked Data corpus creation using NIF

14http://www.w3.org/community/ontolex
15http://www.w3.org/community/bpmlod/

8. LLOD aware services

Further, LIDER has produced eight practical reference
cards that provide easy-to-follow recipes for the publica-
tion of linguistic resources as linked data16:

1. How to publish Linguistic Linked Data

2. Language Resource Licensing

3. Inclusion in the LLOD Cloud

4. Data ID

5. Discovering Language Resources with LingHub

6. NIF corpus

7. How to represent crosslingual links

8. Documenting a language resource in Datahub

Most of these guidelines and reference cards have been de-
veloped by members of OWLG and feedback have been
gathered through the BPMLOD and OWLG groups.
Finally, we shall mention the W3C Linked Data for Lan-
guage Technologies (LD4LT) community group17. Its ac-
tivities, complementary to those at OWLG, have been fo-
cused on gathering use cases and requirements from indus-
try for linguistic linked data based content analytics. Also,
it served as forum for discussions such as the convergence
of broadly accepted metadata schemes into a unified model
for describing language resources, which resulted in the
OWL model that LingHub adopted (McCrae et al., 2015b).
Due to the common goals and interest of both LD4LT and
OWLG, the possibility of creating joint mailing lists and
occasional joint calls is under consideration.

4. Community Events
Since the foundation of the OWLG in 2010, various events
have taken place, which went along with its main goals
of promoting the creation of open data in linguistics and
intensifying the communication between researchers from
different communities that use, distribute, or maintain open
linguistic data.
A very well received event is the OWLG-organized work-
shop series on Linked Data in Linguistics (LDL), which
was established in 2012 and attracts an interdisciplinary and
international community on a yearly basis. A significant
outcome of the recent editions in Reykjavik (2014) and Bei-
jing (2015) has been to facilitate the publishing of LLOD
resources and vocabularies, applications and use cases. As
a result, 10 papers and at least 3 posters, including this
year’s edition of LDL in co-location with LREC 2016, have
contributed to the community’s topics of interest.
In addition, efforts have gone into supporting and educat-
ing junior researchers, e.g. by dedicating entire summer
schools to Linguistic Linked Open Data (12th EUROLAN
summer school, 2015)18 and by giving introductory LLOD

16http://www.lider-project.eu/guidelines
17https://www.w3.org/community/ld4lt/
18http://eurolan.info.uaic.ro/2015



courses at summer schools (ESSLLI-2015)19. Also, be-
ing the first event of this kind, the Summer Datathon on
Linguistic Linked Open Data (SD-LLOD-15)20 directly
promoted the (re-)use and contribution to the LLOD cloud
by training people from industry and academia, providing
practical knowledge in the field of Linked Data applied to
linguistics, as well as enabling participants to migrate their
own (or other’s) linguistic data and publish them as Linked
Data on the Web.
The underlying Linked Data formats of the linguistic re-
sources requires solid knowledge from Semantic Web and
NLP experts in order to optimally exploit the LLOD cloud
datasets according to the various needs of the different
OWLG community members. Therefore, events such as
the workshop series on the Multilingual Semantic Web
(MSW)21 and Natural Language Processing and Linked
Open Data (NLP&LOD)22 focused on the technical side
of LLOD cloud content. Questions such as how recent ad-
vances in the area of Linked Open Data and NLP can be
used synergistically have been explored by working on top-
ics such as enhancing NLP applications with LOD, infor-
mation extraction from LOD using NLP techniques, ma-
nipulating LOD with NLP techniques, LOD as a corpus or
mapping LOD to common sense ontologies and language
data.
Given the central focus on language data within the OWLG,
events that aim at increasing the involvement of linguists
are of great importance. Occasions such as the Associa-
tion for Linguistic Typology 10th Biennial Conference23

and the LLOD workshop at the Summer Institute of the
Linguistic Society of America24 have been taken as op-
portunities to not only present the Linked Data standards
as a new method for language resource representation to
linguists but also to learn from their longstanding expertise
and concomitant challenges of language data compilation,
comparison and re-use for linguistic research.
Due to the openness of the language resources provided in
the LLOD cloud, practitioners, industry and infrastructure
providers operating across language barriers are increas-
ingly interested in the possibilities offered by the multilin-
gual Linked Data resources. Hence, OWLG community
members have been engaged in events such as the Mul-
tilingual Linked Open Data for Enterprises (MLODE
2014)25 in order to discuss how to channel feedback from
industry to open source and academic communities. Indus-
try representatives, researchers and engineers examined in-
dustrial use cases and the building of LOD-aware NLP ser-
vices.
Finally, a special issue of the Semantic Web Journal
on Multilingual Linked Open Data was published in

19http://esslli2015.org
20http://datathon.lider-project.eu
21http://msw2.deri.ie
22http://bultreebank.org/NLP&LOD
23https://www.eva.mpg.de/lingua/

conference/2013_ALT10
24http://quijote.fdi.ucm.es:8084/

LLOD-LSASummerWorkshop2015/Home.html
25https://mlode2014.nlp2rdf.org

2015 (McCrae et al., 2015c) 26, including the description of
10 papers, out of which 7 were dataset descriptions, demon-
strating the deep scientific impact of the topic.

5. Use Cases
5.1. Multilingual Processing of Linked Data for

the Legal Domain
Within the EUCases project (http://eucases.eu/start/), an
EUCases Legal Linked Open Dataset (EUCases-LLOD)
was created. First, the legal data was processed via a mul-
tilingual pipeline (Bulgarian, Italian, German, French and
English) for identifying named entities and EuroVoc con-
cepts. Then, the XML documents were transformed to
RDF. The dataset is linked to EuroVoc and the Syllabus on-
tology, since they are used as domain specific ontologies.
Additionally, other supporting ontologies have been added,
such as GeoNames for the named entities; PROTON as an
upper ontology; SKOS as a mapper between ontologies and
terminological lexicons; Dublin Core as a metadata ontol-
ogy. Also, for the purposes of search, Web Interface Query-
ing EUCases Linking Platform was designed. For its Web
Interface, the EUCases Linking Platform relies on a cus-
tomized version of the GraphDB Workbench27, developed
by Ontotext AD.

5.2. Wordnet Interlingual Index (ILI)
A recent development (Vossen et al., 2016; Bond et al.,
2016) has been the adoption of LLOD technology by the
wordnet community, with a new plan that uses LLOD as the
basic mechanism for the creation of links between word-
nets in different languages. This Collaborative InterLingual
Index enables wordnets to share and link their resources
for concepts lexicalized in any of the group’s languages.
This was supported directly by a workshop at the 2016
Global WordNet Conference and will lead to the adoption
of LLOD technology by a new community. In addition, the
open multilingual wordnet (Bond et al., 2014) provides all
open wordnets for download using the lemon (McCrae et
al., 2012) and RDF standard.

5.3. FrameBase
FrameBase (Rouces et al., 2015a) is a new large-scale vo-
cabulary, based on FrameNet and WordNet, that uses the
linguistic notion of semantic frames for general-purpose
knowledge representation. It can thus serve as a bridge
between the linguistic knowledge in the LLOD cloud and
the general LOD cloud. Knowledge from different sources
such as YAGO and Freebase can be mapped into this
schema, even if they use very heterogeneous forms of rep-
resentations. For instance, YAGO has an isMarriedTo
relation and uses a form of reification to describe its prop-
erties, while other sources model a marriage as an instance.
FrameBase was used in the European Union FP7 project
ePOOLICE as part of an integrated knowledge repository
to represent knowledge related to organized crime obtained

26http://www.semantic-web-journal.net/
blog/call-multilingual-linked-open-data-mlod-2012\
\-data-post-proceedings

27http://graphdb.eucases.eu/graphdb



from several conceptual graphs (Rouces et al., 2015b). Fur-
ther details are available on the FrameBase website28.

6. Conclusion
The activity and impact made by the use of linked and open
data have been significant in the last few years, as shown by
the increasing growth of the LLOD cloud and the wealth of
events and groups that have developed within the last two
years. However, as the community has grown larger, it has
also become harder to manage, and new tools are needed
to motivate the continuing adoption of the paradigm. We
believe that with the strong basis of our existing community
these will easily be met and lead to further revolutionary
change in the field of language resources.
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volume 9341, pages 271–282, June.

McCrae, J. P., Moran, S., Hellmann, S., and Brümmer, M.
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