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ABSTRACT
Recent research has made it possible to build information agents
that retrieve and integrate information from the World Wide Web.
Although there now exist solutions for modeling Web sources,
query planning, and information extraction, less attention has
been given to the problem of optimizing agent execution.  In this
paper, we describe Theseus, an efficient agent plan execution
system.  Through its pipelined, dataflow-based architecture,
Theseus offers a high degree of parallelism and asynchronous
information routing, features that can substantially improve
performance. Theseus differs from prior work in reactive planning
systems and parallel databases because it gathers information
from the Web, a domain where information retrieval is a problem
that is network-bound and is often based on interleaved data
gathering and navigation.  The Theseus plan language and
architecture directly address these issues, resulting in a high-
performance execution system.

1. INTRODUCTION
Gathering information from the World Wide Web is a research
problem that has received substantial attention in recent years.
There now exist a number of systems [7, 10, 13] and approaches
towards automating this process, including work on data
extraction [11, 14], query planning [1, 12], data materialization
[2], and methods for handling data inconsistency [4].   Today, it is
possible to construct useful agents that rely on these technologies
as tools to perform automatic and intelligent data integration [3].

Although these individual technologies may each be efficient,
overall end-to-end agent execution performance is often less than
optimal.  This is primarily because Web-based data integration is
a process that is network-bound and masks the efficiencies of
individual technologies (such as data extraction). Complicating
matters is the fact that building useful agents often requires larger,
more complex plans.  For example, consider how people
commonly use the Web to locate houses for sale, which meet a
particular set of criteria (e.g., price and location).  This process
means more than simply executing a particular query once and
then returning a long list of data.  More often, searching for a
house means executing the same or similar queries periodically,
say on a daily basis, over the course of a few weeks or months.
Furthermore, a “useful”  search process means gathering only new

or updated listings (meeting the specified criteria) for each query
execution.  Users are rarely interested in being reminded of houses
about which they have already been notified. Also, with the
explosive growth in mobile networking, there are many users who
would prefer to have their query results distributed through
different messaging means (i.e., e-mail, cellular phone, fax) and
reported using a variety of formats (i.e., XML, HTML, WML,
text, voice).  Finally, in addition to message notification, it is often
desirable to have newly gathered information trigger a variety of
other actions.  For example, if a search for a house yields a result,
a user may want to immediately send an automated e-mail to the
corresponding real-estate agent suggesting a meeting time (based
on the user’s personal schedule, also kept online).

Thus, while gathering data is unquestionably an important task,
there are also challenges related to useful processing of this data.
We believe that information gathering is a piece of a larger puzzle
called information management, a problem that involves
conditional plan execution, continuous querying, query result
accumulation, local persistent storage, and the linking of other
actions to the results of queries. This problem encompasses issues
that are at the heart of how users query the Web today to retrieve
meaningful information and the way such data is put to practical
use.  Searching for a new house is merely one type of application.
There are numerous other instances where such automation is not
only useful, but perhaps essential: newswire tracking, online
auction participation, and stock/portfolio management, to name a
few.  In these scenarios, users want more than to just query and
retrieve data once - they want to be able to monitor Web sites.
The dynamic nature of the Internet invites this approach.
However, a means for building high-performance agents for this
type of information management remains a relatively open issue.

2. THESEUS
This paper outlines our approach to efficient information
management in the presence of heterogeneous and distributed
databases.  In particular, our approach benefits from combining
features found in both parallel databases and general plan
execution systems, marrying the efficiency found in former with
the generality and flexibility found in the latter.  Parallel database
research [5, 8, 17] has shown that it is possible to build highly
efficient query execution systems for local databases.
Complementarily, existing plan execution systems [6, 15] have
proven to be more generally applicable to a wide-range of
planning problems and often provide more flexibility in terms of
plan control flow (i.e., support for loops and conditionals).
Motivated by this research, we have implemented the combination
of these features in the Theseus agent plan execution system.
Based on a dataflow processing architecture, Theseus is an
approach well-suited for efficient information integration and
management of Internet data sources.



The Theseus plan language allows plans to be specified as a
network of operators connected through sets of  enablements.
Operators can be thought of as finite state machines that, when
enabled, perform a specific type of information management
action.  Enablements are similar to planning pre/post-conditions,
except that they can also carry data, thus allowing information to
be easily routed between operators.  Declaring plans with
operators and enablements allows execution to be specified in
terms of those control and data dependencies necessary to ensure
correct execution.  Theseus operators include those useful for data
processing, remote information retrieval, local storage (i.e., in a
local relational database), and those for flexible communication of
plan results (i.e., via e-mail).  Leveraging these operators and
built-in support for loops and conditionals allows powerful,
practical information management plans to be specified.

The Theseus execution engine is designed to function like a
hybrid dataflow machine [16]. The availability of enablements
determines when various operators execute.  Thus, as is the case
with most dataflow systems, parallelism and synchronization are
realized automatically. Operators exist as threads, so Theseus can
theoretically achieve as much true parallelism as there are CPUs.
The execution system also supports pipelining, in which producer
operators asynchronously propagate enablements to consumer
operator queues.  Without the synchronization overhead,
opportunities for parallel execution are increased.

Through its language and execution system, Theseus enables
agents to perform useful information management tasks, such as
periodic execution, query result accumulation, and flexible result
communication.  Most importantly, through properties of its
architecture, Theseus reduces the overall effect of network
latencies on data integration, providing increased parallelism and
asynchrony during execution so that the overall end-to-end agent
execution process is substantially faster.

Theseus has evolved from research related to the Ariadne [10]
information mediator project.  Ariadne enabled the integration of
multiple heterogeneous data sources, so that the combined data
can be accessed from a single, logical model.  We believe Theseus
is a logical next step: it builds on integration, allowing users to do
something useful with information that is gathered.

3. RELATED WORK
As described earlier, Theseus can be viewed as a cross between
general plan executors and parallel database systems.  The key
differences are that (a) unlike general plan executors, Theseus is
optimized for the information processing domain and that (b)
unlike parallel databases, standard techniques for achieving high-
performance (such as the shared-nothing approach) are simply not
applicable to information management on the Internet, which
consists of  heterogeneous and distributed data sources, beyond
the administrative domain of the execution engine.

Theseus can also be compared with Tukwila [9], which supports
efficient query execution on remote, heterogeneous data sources.
Like Theseus, Tukwila is interested in data integration, especially
the ability to gather information from web sites as if they were
databases. The main difference between Theseus and Tukwila is
that Theseus uses a hybrid dataflow model of execution while
Tukwila uses standard (von-Neumann) control flow model.  Key
in understanding this difference is in the tradeoffs between
dataflow and control flow systems.  The former allows implicit,
on-demand parallelism with minimal synchronization penalty,

while the latter manages parallelism manually, usually with higher
synchronization overhead.

4. CONCLUSION
We have provided an overview of Theseus and how it is a useful
approach for building efficient information agents that can gather
and manage data from the Web.  Because our planning language
allows complex plans for managing information to be easily
expressed, users can build powerful agents.  Furthermore, since the
execution system described is based on a dataflow paradigm, and
operates with substantial asynchrony and parallelism, these agents
can realize a high level of performance.
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