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Big data is widely described as having three dimensions:
volume, velocity, and variety. Volume refers to the
problem of how to deal with very large data sets, which

typically requires execution in a distributed cloud-based
infrastructure. Velocity refers to dealing with real-time
streaming data, such as video feeds, where it may be impos-
sible to store all data for later processing. Variety refers to
dealing with different types of sources, different formats of
the data, and large numbers of sources. Much of the work on
big data has focused on volume and velocity, but the prob-
lems of variety are equally important in solving many real-
world problems. 

In this article we focus on exploiting semantics to solve the
problem of big data variety. In particular, we describe an
approach to integrate data from multiple types of sources (for
example, spreadsheets, relational databases, web services,
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� There is a great deal of interest in big
data, focusing mostly on data set size.
An equally important dimension of big
data is variety, where the focus is to
process highly heterogeneous data sets.
We describe how we use semantics to
address the problem of big data variety.
We also describe Karma, a system that
implements our approach and show
how Karma can be applied to integrate
data in the cultural heritage domain. In
this use case, Karma integrates data
across many museums even though the
data sets from different museums are
highly heterogeneous.
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Exporting models in R2RML. R2RML is a W3C stan-
dard for defining mappings from relational databas-
es to RDF. R2RML uses RDF syntax to specify the
mappings, so manually defining mappings is cum-
bersome and error prone. Karma can export models
for relational databases in the R2RML standard,
enabling users to employ Karma’s easy-to-use graph-
ical user interface to define R2RML mappings.

Related Work
A closely related body of work is the research in
schema mapping. This research ranges from seminal
work on Clio (Fagin et al. 2009), which provided a
practical system and furthered the theoretical foun-
dations of data exchange (Fagin et al. 2005) to more
recent systems that support additional schema con-
straints (Marnette et al. 2011). Alexe et al. (2011) gen-
erate schema mappings from examples of source data
tuples and the corresponding tuples over the target
schema. 

Our work in this article is complementary to these
schema-mapping techniques. Instead of focusing on
satisfying schema constraints, we analyze known
source descriptions to propose mappings that capture
more closely the semantics of the target source in
ways that schema constraints could not disam-
biguate, for example, suggesting that a worksFor rela-
tionship is more likely than CEO in a given domain.
Moreover, following Karma, our algorithm can incre-
mentally refine the mappings based on user feedback
and improve future predictions.

The problem of describing semantics of data
sources is at the core of data integration (Doan,
Halevy, and Ives 2012) and exchange (Arenas et al.
2010). The main approach to reconcile the semantic
heterogeneity among sources is to define logical
mappings between the source schemas and a com-
mon target schema. Formally, these mappings are
known as GLAV rules or source-to-target tuple-gener-
ating dependencies (st-tgds). The R2RML W3C rec-
ommendation (Das, Sundara, and Cyganiak 2012)
captures this practice for semantic web applications.
Although these mappings are declarative, defining
them requires significant technical expertise, so there
has been much interest in techniques that facilitate
their generation. Karma can directly generate R2RML
from the semiautomatically produced source model.

Carman and Knoblock (2007) also use known
source descriptions to generate a GLAV mapping for
an unknown target source. However, a limitation of
that work is that the approach can only learn descrip-
tions consisting of conjunctive combinations of
known source descriptions. By exploring paths in the
domain ontology, in addition to patterns in the
known sources, we can hypothesize target mappings
that are more general than previous source descrip-
tions or their combinations. 

There are a number of systems that support data

transformation and cleaning. OpenRefine5 and Pot-
ter’s Wheel (Raman and Hellerstein 2001) allow the
user to specify edit operations. OpenRefine is a tool
for cleaning messy data. Its language supports regular
expression style of string transformation and data
layout transformation. Potter’s Wheel defines a set of
transformation operations and let users gradually
build transformations by adding or undoing trans-
formations in an interactive GUI. Lau et al. (2003)
developed a system that can learn from a user’s edit
operations and generate a sequence of text editing
programs using the version space algebra. Data Wran-
gler (Kandel et al. 2011) is an interactive tool for cre-
ating data transformation that uses the transforma-
tion operations defined in Potter’s wheel. Besides
supporting string level transformation, it also sup-
ports data layout transformation including column
split, column merge, and fold and unfold. Our
approach is different from these systems as it only
requires users to enter the target data. In addition,
these systems support structured and semistructured
data, but lack support for hierarchical data (for exam-
ple, XML, JSON, RDF) and they are focused on single
data sets, lacking support for integrating multiple
data sets. There is also an extension to Google Refine
that makes it possible to publish data in RDF with
respect to a domain model (Maali, Cyganiak, and
Peristeras 2012), but the mapping to the domain
model is defined manually. 

Gulwani (2011) developed an approach to pro-
gram synthesis through input and output string
pairs. This method needs to generate multiple pro-
grams and evaluate these programs on all the records,
which can require more processing time. Our
approach improves Gulwani’s work by providing rec-
ommendations. To generate a recommendation, we
only need one program and its results on the records. 

Discussion
In this article we described how we address the prob-
lem of big data variety in Karma. The key idea to sup-
port the integration of large numbers of heteroge-
neous sources is to use a domain ontology to
describe each source and to automate the modeling
of the individual sources. In some cases, a user may
still need to refine the automatically generated mod-
els, but our goal is to simplify this process as much
as possible with good visualization tools and an easy-
to-use interface to refine the models. The other
important contributions of this work are (1) the abil-
ity to import diverse sources of data including both
relational and hierarchical sources, (2) the approach
to learning transformations by example to quickly
prepare data for modeling and integration, and (3)
the capability to easily integrate the data across
sources and publish the results in a variety of for-
mats. In the context of large sources, all of these
steps can be defined on a sample of the data sources
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and then executed in batch mode on very large
sources. 

Several important problems that Karma does not
yet solve are areas of current research. First, this arti-
cle focused on integrating data sources at the schema
level, but there is an equally important problem of
linking the data at the record level. For example, if
there are artists in two museum data sets, one would
like to know which records refer to the same artist,
and this is not simply a matter of matching the
names. The fact that we have already linked the
sources at the schema level means that we know
which fields should be compared across sources. We
are working to integrate record linkage algorithms
directly into Karma and building visualization tools
that allow a user to see the results of the linking
process and curate the results. When we complete
this new capability, Karma will provide an end-to-
end system to efficiently integrate and link large data
sets, which will support the large-scale construction
of high-quality linked data (Bizer, Heath, and Bern-
ers-Lee 2009).

Second, this article focused on the issue of variety
and did not address the issues of volume and veloci-
ty, which are the other key dimensions of big data.
With respect to volume, Karma can already create
integration plans on a sample of the data and then
execute those plans on large data sets. We have used
Karma on databases with several millions of rows,
generating RDF triples at a rate of over one million
triples per second. But the next step is to be able to
support cloud-based execution of the data. We are
currently working on building a cloud-based execu-
tion system for Karma. We will continue to define the
data processing plans as they are defined today, but
then these plans will be executed on a cloud plat-
form. In terms of velocity, we have also begun work
on how to support streaming sources, which in Kar-
ma will be modeled like any other source, but the
execution system will need to be extended to support
the streaming data.
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Notes
1. Karma is available as open source under a free commer-
cial license: www.isi.edu/integration/karma.

2. openrefine.org.

3. www.cidoc-crm.org.

4. www.w3.org/2004/02/skos/.

5. openrefine.org.

References
Alexe, B.; ten Cate, B.; Kolaitis, P. G.; and Tan, W. C. 2011.
Designing and Refining Schema Mappings via Data Exam-
ples. In Proceedings of the 2011 ACM SIGMOD International
Conference on Management of Data, 133–144. New York:
Association for Computing Machinery. dx.doi.org/10.1145/
1989323.1989338

Arenas, M.; Barcelo, P.; Libkin, L.; and Murlak, F. 2010. Rela-
tional and XML Data Exchange. San Rafael, CA: Morgan and
Claypool.

Bizer, C.; Heath, T.; and Berners-Lee, T. 2009. Linked Data
— The Story So Far. International Journal on Semantic Web
and Information Systems (IJSWIS) 5(3): 1–22. dx.doi.org/
10.4018/jswis.2009081901

Carman, M. J., and Knoblock, C. A. 2007. Learning Seman-
tic Definitions of Online Information Sources. Journal of
Artificial Intelligence Research 30(1) 1–50.

Das, S.; Sundara, S.; and Cyganiak, R. 2012. R2RML: RDB to
RDF Mapping Language, W3C Recommendation 27 Sep-
tember 2012. Cambridge, MA: World Wide Web Consor-
tium (W3C) (www.w3.org/TR/r2rml).

Doan, A.; Halevy, A.; and Ives, Z. 2012. Principles of Data
Integration. San Francisco: Morgan Kaufman.

Fagin, R.; Haas, L. M.; Hernandez, M. A.; Miller, R. J.; Popa,
L.; and Velegrakis, Y. 2009. Clio: Schema Mapping Creation
and Data Exchange. In Conceptual Modeling: Foundations and
Applications: Essays in Honor of John Mylopoulos, 198–236.
Berlin: Springer.

Fagin, R.; Kolaitis, P. G.; Miller, R. J.; and Popa, L. 2005. Data
Exchange: Semantics and Query Answering. Theoretical
Computer Science 336(1): 89–124. dx.doi.org/10.1016/j.tcs.
2004.10.033

Goel, A.; Knoblock, C. A.; and Lerman, K. 2012. Exploiting
Structure Within Data for Accurate Labeling Using Condi-
tional Random Fields. In Proceedings of the 14th Internation-
al Conference on Artificial Intelligence. Athens, GA: CSREA
Press.

Gulwani, S. 2011. Automating String Processing in Spread-
sheets Using Input-Output Examples. In Proceedings of the
38th Symposium on Principles of Programming Languages,
317–330. New York: Association for Computing Machinery.

Kandel, S.; Paepcke, A.; Hellerstein, J.; and Heer, J. 2011.
Wrangler: Interactive Visual Specification of Data Transfor-
mation Scripts. In Proceedings of the ACM Special Interest
Group on Computer-Human Interaction (CHI), 3363–3372.
New York: Association for Computing Machinery.

Knoblock, C. A.; Szekely, P.; Ambite, J. L.; Goel, A.; Gupta,
S.; Lerman, K.; Muslea, M.; Taheriyan, M.; and Mallick, P.
2012. Semi-Automatically Mapping Structured Sources into
the Semantic Web. In The Semantic Web: Research and Appli-
cations, 9th Extended Semantic Web Conferences, Lecture
Notes in Computer science, Volume 7295, 375–390. Berlin:
Springer

Knoblock, C. A.; Szekely, P.; Gupta, S.; Manglik, A.; Ver-
borgh, R.; Yang, F.; and Van de Walle, R. 2013. Publishing
Data from the Smithsonian American Art Museum as
Linked Open Data. In Poster and Demo Proceedings of the
12th International Semantic Web Conference Posters & Demon-
strations Track. CEUR Workshop Proceedings Volume 1035.
Aachen, Germany: RWTH Aachen University.

Lau, T.; Wolfman, S. A.; Domingos, P.; and Weld, D. S. 2003.
Programming by Demonstration Using Version Space Alge-

Articles

SPRING 2015   37

http://www.aimagazine-digital.org/aimagazine/spring_2015/TrackLink.action?pageName=37&exitLink=http%3A%2F%2Fwww.isi.edu%2Fintegration%2Fkarma
http://www.aimagazine-digital.org/aimagazine/spring_2015/TrackLink.action?pageName=37&exitLink=http%3A%2F%2Fopenrefine.org
http://www.aimagazine-digital.org/aimagazine/spring_2015/TrackLink.action?pageName=37&exitLink=http%3A%2F%2Fwww.cidoc-crm.org
http://www.aimagazine-digital.org/aimagazine/spring_2015/TrackLink.action?pageName=37&exitLink=http%3A%2F%2Fwww.w3.org%2F2004%2F02%2Fskos%2F
http://www.aimagazine-digital.org/aimagazine/spring_2015/TrackLink.action?pageName=37&exitLink=http%3A%2F%2Fopenrefine.org
http://www.aimagazine-digital.org/aimagazine/spring_2015/TrackLink.action?pageName=37&exitLink=http%3A%2F%2Fdx.doi.org%2F10.1145%2F1989323.1989338
http://www.aimagazine-digital.org/aimagazine/spring_2015/TrackLink.action?pageName=37&exitLink=http%3A%2F%2Fwww.w3.org%2FTR%2Fr2rml
http://www.aimagazine-digital.org/aimagazine/spring_2015/TrackLink.action?pageName=37&exitLink=http%3A%2F%2Fdx.doi.org%2F10.1016%2Fj.tcs.2004.10.033
http://www.aimagazine-digital.org/aimagazine/spring_2015/TrackLink.action?pageName=37&exitLink=http%3A%2F%2Fdx.doi.org%2F10.1145%2F1989323.1989338
http://www.aimagazine-digital.org/aimagazine/spring_2015/TrackLink.action?pageName=37&exitLink=http%3A%2F%2Fdx.doi.org%2F10.4018%2Fjswis.2009081901
http://www.aimagazine-digital.org/aimagazine/spring_2015/TrackLink.action?pageName=37&exitLink=http%3A%2F%2Fdx.doi.org%2F10.4018%2Fjswis.2009081901
http://www.aimagazine-digital.org/aimagazine/spring_2015/TrackLink.action?pageName=37&exitLink=http%3A%2F%2Fdx.doi.org%2F10.1016%2Fj.tcs.2004.10.033


bra. Machine Learning 53(1–2): 111–156. dx.doi.org/10. 1023/A:1025671410623

Maali, F.; Cyganiak, R.; and Peristeras, V. 2012. A Publishing Pipeline for Linked
Government Data. In The Semantic Web: Research and Applications, volume 7295
of Lecture Notes in Computer Science, 778–792. Berlin: Springer.

Marnette, B.; Mecca, G.; Papotti, P.; Raunich, S.; and Santoro, D. 2011. ++Spicy:
An OpenSource Tool for Second-Generation Schema Mapping and Data
Exchange. In Proceedings of the VLDB Endowment, Volume 4, 1438–1441. New
York: Association for Computing Machinery.

Raman, V., and Hellerstein, J. M. 2001. Potter’s Wheel: An Interactive Data
Cleaning System. In Proceedings of 27th International Conference on Very Large
Data Bases. San Francisco: Morgan Kaufmann.

Taheriyan, M.; Knoblock, C. A.; Szekely, P.; and Ambite, J. L. 2013. A Graph-
Based Approach to Learn Semantic Descriptions of Data Sources. In The Seman-
tic Web — ISWC 2013, Proceedings of the 12th International Semantic Web Confer-

Articles

38 AI MAGAZINE

The 8th Annual International �
Symposium on Combinatorial Search �

SSoCS-2015�

Sponsors: SoCS-2015 is an Israeli Science Foundation (ISF) workshop.  
It is also sponsored by the Israeli Ministry of science, technology 
 and space, and by Ben Gurion University of the Negev. 

Ein-Gedi, the Dead Sea, Israel
June, 11-13, 2015

SoCS invites researchers and submissions in all 
fields that use combinatorial search, including 
artificial intelligence, planning, robotics, constraint 
programming, meta-reasoning, operations 
research, navigation, and bioinformatics. We also 
invites papers presenting real-world applications 
of heuristic search 
 

Paper submission: March 9th, 2015 

Special Scope
This year we specially encourage submissions 
applying meta-reasoning on combinatorial search. 

Invited Speakers
•� Prof. Stuart Russell, UC Berkeley 
•� Prof. Maxim Likhachev, CMU 
Also, we will have an invited talk on the grid 
pathfinding competition by  
•� Prof. Nathan Sturtevant, Denver U.  

Co-located with ICAPS-15
This year,SoCS will be co-located with the 
International Conference on Planning and 
Scheduling (ICAPS), including a special joint 
session at the ICAPS venue in Jerusalem.  

Conference Chairs
Dr. Roni Stern, 
Ben Gurion University, Israel 
 
Prof. Levi Lelis, 
Universidade Federal de Viçosa, Brazil 

Local Arrangements
Prof. Ariel Felner, 
Ben Gurion University, Israel 
 
Prof. Solomon Eyal Shimony,  
Ben Gurion University, Israel 

More Details
http://www.ise.bgu.ac.il/socs2015 
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