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Motivation: Data Integration 
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Query: Average price for a 3-star crash-
rated Honda, and reviews. 



Unstructured, Ungrammatical Data: 
“Posts” 



Unstructured, Ungrammatical Data: 
“Posts” 



Query? … 
Information Extraction! 

Trim: SI Year: 91 

Model: Civic 



Reference-Set Based Extraction/
Annotation 

91 Civic SI RHD SHELL - $2900 - 
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HONDA CIVIC 2 Door SI 1991 

Civic SI 91 $2900 

M+K, JAIR, 2008, 
M+K, IJDAR, 2007, 
M+K, IJCAI, 2005 



Reference Sets 
  Collections of entities and their attributes 

  List cars <make, model, trim, …> 

Extract make, model, trim, year for all cars from 1990-2005   (wrappers…) 



 Construction of Reference Sets 

  What if there isn’t already a reference set? 

  What about coverage? 

HP Pavillion DV2000 laptop 
Gateway ML6230, Intel Cel … 
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Seed-Based Reference Set 
Construction 

  Use posts themselves 
  Overcome difficulty in finding full reference sets 

  Enumeration  
  Dynamic data 

  Overcome coverage issues 
  Using posts guarantees coverage 



Seed-Based Reference Set 
Construction 

  Seeds 
  Smallest (most obvious) domain knowledge 

  Computer Makers: Apple, Dell, Lenovo 
  Easy to enumerate 

  Constrains tuples constructed (roots) 
  Cleaner reference set 

  Relatively static 
  Less change to worry about 

  Posts themselves to fill in details 
  Computer Models, Model Nums… 



Entity Trees 
Reference Set 

 Forest of “Entity Trees” 

Reference Set Construction 
                       =  
Constructing this forest 



91 Civic SI RHD … 

{91 Civic} 
{Civic SI} 
{SI RHD} 

… 

Entity Trees from Posts 

entity trees 
Seeds = roots  

Fill in rest using posts 



Constructing Entity Trees 

  Sanderson & Croft heuristic 
  x SUBSUMES y IF P(x|y) ≥ 0.75 & P(y|x) ≤ P(x|y) 

  Merge heuristic 
  MERGE(x,y) IF  x SUBSUMES y & P(y|x) ≥ 0.75 

  Construct hierarchies, then flatten  

Honda civic is cool 
Honda civic is nice    
Honda accord rules 
Honda accord 4 u! 

P(Honda|civic) = 2/2 = 1  

P(civic|Honda) = 2/4 = 0.5  SUBSUME, not MERGE 

HONDA 

CIVIC ACCORD 

HONDA CIVIC 
HONDA ACCORD 



General Tokens 

  {a, y}, {b, y}, {c, y}  y is “general token”  

  Instead use P( {a U b U c } | y) 
   e.g. car trims: Pathfinder LE, Corolla LE, … 
  Build entity trees 

  Do 1 Scan 
  Build initial trees 

  Iterate 
   Find “general tokens” 



Experiments & Results 

  Goal 
  Build reference sets for information extraction 
  Extraction = task to compare reference sets 

  Poor coverage  poor recall 
  Noise  bad extractions  worse results 

  Compare extraction (M+K, IJDAR, 2007) 

  Constructed using seeds (“Seed-based”) 
  Constructed without seeds (“Auto”) 
  Manually constructed reference sets (“Manual”) 



Experiments & Results 
Name Source Attributes Num. Posts 
Cars Craigslist make, model, trim 2,568 
Laptops Craigslist maker, model, model num. 2,921 
Skis eBay brand, model, model spec. 4,981 

Experimental Domains: 

Name Source Num. Records 
Cars Edmunds ~27,000 
Laptops Overstock 279 
Skis Skis.com 213 

“Manual” reference sets 

Name Source Num. Seeds 
Cars Edmunds 102 makes 
Laptops Wikipedia 40 makers 
Skis Skis.com 18 brands 

Seed sets 



Experiments & Results 

  Seed-based vs. Manual 
  Outperforms on majority of attributes / Competitive on most 

  # seeds << # records in manual reference set 
  Does best on hard to cover attributes 

  Ski model & model spec., Laptop model & model num.  
  Only 53.15% of values for these exist in manual sets! 
  Overstock = New computers, Craigslist = old computers 

  Poor performance vs. manual 
  Car trim: missing tokens (didn’t mine) 

  E.g. Manual = 4 Dr DX 4WD, Seed = DX  
  Miss “4 Dr” part of extraction  wrong in field-level results 

vs. Auto vs. Manual vs. CRF-Win  vs. CRF-Orth 
Outperforms 9/9 5/9 7/9 6/9 
Within 5% 9/9 7/9 9/9 7/9 



Related Work 

  Unsupervised Information Extraction 
  Finds relations, uses patterns 

  Ontology creation 
  NLP based 
  Single, large concept hierarchies 



Conclusions / Future Work 
  Seed-based reference set construction 

  Seeds provide roots 
  More static foundation 
  Cleaner entity trees 

  Posts provide rest of entity-trees 
  Capture dynamic data  
  Better Coverage 

  Future directions 
  More background knowledge 

  Google sets? Partial reference sets? 
  Siblings in entity trees 

  Roles? Identify? Combine? 



Questions? 


