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ABSTRACT

Context awareness is presented as a means to facilitate the
interaction between a user and a mobile device. Facilitat-
ing this interaction requires a personalization of the con-
text awareness. The ontology approach to context aware-
ness is top down,where human understandable concepts
are defined. However, defining these concepts in terms of
low-level information is complex and is a major barrier
to personalization. On the other hand unsupervised learn-
ing can be used to generate higher level user contexts from
low-level information in a simple manner. It is argued that
an unsupervised approach to context awareness is work-
able compared to any ontology based context awareness.

1. INTRODUCTION

One of the goals of mobile or ubiquitous computing is
to enable devices to sense changes in their environment
and to automatically adapt to these changes based on user
needs and preferences. We refer to this ability as context
awareness. Consider a simple example of context aware-
ness and its possible use in mobile devices. A context
aware device, ideally, should sense the user’s context and
react in an appropriate manner that facilitates the user in-
teraction with the device. This raises the problem of per-
sonalization. The question of personalization is not re-
stricted to defining user needs and it is argued in what fol-
lows that personalization in the definition of user contexts
is also required.

The most commonly cited definition of context quoted
in the literature related to mobile computation is by Dey
[1],

Definition 1 (Context) Any information that can be used
to characterize the situation of an entity. An entity is a
person, place, or object that is considered relevant to the
interaction between a user and an application, including
the user and applications themselves.

Given this entity based definition of context it is not sur-
prising the most dominant approach to the problem of con-
text recognition in the mobile environment is based on on-
tologies and inference or reasoning based on ontologies
[2], [3], [4]. In what follows it is argued that the charac-
terization of real-world entities is a complex information
processing task on real world information sources, such

as sensor signals. This complexity can severely restrict
the ability of users to personalize the context awareness
functionality.

Another approach to the context awareness problem
has been taken in [5],[6] where unsupervised learning,
or more specifically the Symbol String Clustering Map
(SCM) [7], for context recognition has been used. In this
approach, environment information such as sensor sig-
nals, are measured and basic features are extracted and
quantized. The fusion of the quantized feature states of
several information sources at any time results in a sym-
bol string. The SCM clusters the symbol string data in an
unsupervised manner and the resulting clusters are inter-
preted as contexts.

In Sec.2 a general overview of ontologies and learning
is given in order to distinguish what are the essential con-
ceptual differences between the two approaches. This is
followed in Sec. 3 by a development of the reason why
mobile devices can and should be context aware and a
more specific discussion of the application of both ontolo-
gies and learning to context awareness and their relative
advantages and disadvantages. A quasi-supervised learn-
ing method for labelling the contexts arising from unsu-
pervised learning is presented in Sec. 4. A short conclu-
sion is given in Sec. 5.

2. LEARNING AND ONTOLOGIES

2.1. Ontologies and Inference

The first use of ontologies in computer science goes back
to Artificial Intelligence (AI) in the 1960’s [8]. The fol-
lowing is a dictionary definition of an ontology with re-
spect to its use in AI1.

Definition 2 (Ontology) An explicit formal specification
of how to represent the objects, concepts and other entities
that are assumed to exist in some area of interest and the
relationships that hold among them

For AI systems, what ”exists” is that which can be rep-
resented. When the knowledge about a domain is repre-
sented in a declarative language, the set of objects that
can be represented is called the universe of discourse. We

1From www.dictionary.com



can describe an ontology by defining a set of represen-
tational terms. Definitions associate the names of enti-
ties in the universe of discourse (e.g. classes, relations,
functions or other objects) with human-readable text de-
scribing what the names mean, and formal axioms that
constrain the interpretation and well-formed use of these
terms. Formally, an ontology is the statement of a logical
theory.

From this definition the first obvious fact is that some-
thing exists only if it can be represented and that rep-
resentable knowledge defines the ”universe” that can be
considered. This type of representable and closed universe
is both practical and necessary. Practical in that the differ-
ent entities and their interpretation in the universe can be
labelled in a human understandable form and in a form
that can be manipulated by software in a computer. The
resulting ontology is governed by a set of logical state-
ments about the represented knowledge. The closed uni-
verse is necessary to ensure that the logical statements are
consistent2.

Reasoning or inference on an ontology using a de-
scriptive logic (DL) [9] can be explained as reasoning in
two parts referred to as the T-Box and A-Box. Actors from
the real world or the domain of interest are mapped into
items or instances in the A-Box. The formal definitions
of concepts or classes in the T-Box are used to map items
from the A-Box into these concepts. Hence inference on
real world items is possible and generalized by consider-
ing real world items as instances of classes in the ontol-
ogy, on which the inference is defined. Figure 1 shows an
illustration of the T-, A-Box and real world representation.

Context awareness can then be defined using this ap-
proach as inference on the ontology. For example, con-
sider the ”work meeting” context. Using DL a meeting in
the ontology can be defined as a certain group of people
who are work colleagues, in a given location which cor-
respond to the T-Box concepts or classes. Consider real
world items such as ”Mary”, ”Bob” and ”Tom” who are
colleagues and a meeting room ”Room B4”. These real
world items are considered to be the relevant actors and
are mapped into A-Box instances of the T-Box concepts.
Using inference on the concepts in the T-Box the context
in this situation can be inferred to be a ”work meeting” the
defined concept in the T-Box ontology.

2.2. Unsupervised Learning and the SCM

The SCM algorithm processes symbol strings in a time se-
quential and unsupervised manner. Each symbol in a sym-
bol string represents the state of an information source at
that instant in time. The symbol string representing the
fusion of the states of the information sources at that time
instant. The functioning of the SCM is independent of the
origin or characteristics of the information source. After
training with a set of input data the result is a set of repre-
sentative symbol strings which define clusters in the input

2It is unclear whether this statement contradicts Gödel’s incomplete-
ness theorem
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data. Note there is no supervision here and the outcome of
the training is entirely dependent on the input data used in
the training. This means there is a certain unpredictability
of the outcome if there is no a-priori information on the
input data. This unpredictability is in the sense that it is
not possible to predict which node will represent which
cluster in the data. On the other hand for the same data set
the resulting clusters should be consistently the same.

The structure of the SCM in its simplest form (K-
SCM, [10]) consists of a set of nodes. Each node has
an associated representative symbol string which in turn
has an associated weight vector. For a given input symbol
string the best matching node is determined and referred
to as the winner. This node in fact represents the cluster to
which the input string is identified as belonging to. When
used in context awareness the winning node for a given
input symbol string is also interpreted as representing the
context. Figure 2 shows an illustration of the states of a set
of information sources fused into a symbol string at time t

and processed by the SCM to produce a cluster or context
label.

3. CONTEXT AWARENESS THE SCM AND
ONTOLOGIES

As mobile device and network technology evolve there
is a real possibility of information overload for the user.
Furthermore the technological capabilities of the mobile
terminal is set to increase considerably in order to incor-



porate all these advances in sources and applications. A
mobile device has quite a limited UI, both input (i.e. key-
pad) and output (i.e. small screen). Hence the problem is
further exaggerated by the limited ability of the user to in-
teract with the device to manage all this information, ser-
vices and technology. Context awareness in some sense
can act as an information filter, providing the user with
a select set of information or services appropriate for the
user in a given context enabling the user to manage the
device in a more effective manner.

3.1. Context Awareness and Ontologies

The use of ontologies for context awareness has some ob-
vious advantages, not least the ability to communicate con-
text information. A second benefit of ontologies in context
awareness is the ability to name different concepts in ma-
chine readable fashion which could be even useful to the
user allowing for the use of everyday words and concepts
when interacting with the technology.

On the other hand ontologies by their very definition
are based on well defined concepts and logic. In many
cases people generally understand what is meant by dif-
ferent concepts, for example everyday ones such as ”at
home” or ”at work”. In a context aware application based
on ontologies it would seem necessary for each user to
define ”at home” and ”at work”. In technical terms it
means defining an inference rule on the ontology. Assum-
ing there is basic information available such as time and
location etc. each user has to define what for them is ”at
home” and ”at work”, not always straightforward.

While defining concepts in ontologies requires input
from the user, maintaining the ontologies also requires
user intervention. Consider the example used in section
2.1 with ”Tom”, ”Bob” and ”Mary” as ”people” who are
also ”work colleagues”. Now the question must be asked
as to who defines ”Tom”, ”Bob” and ”Mary” as ”work
colleagues”. If ”Tom”, ”Bob” and ”Mary” are senior man-
agement in the company would the person who also works
for the company and cleans the offices be considered their
”work colleague”. Maybe there is a new colleague ”Anne”.
How can the information needed to define the concepts be
fed into the application? Using the mobile terminal, or
should it be done on a PC using another application and
by who ?

In conclusion it would seem that when using ontolo-
gies for context awareness, even if it is possible to have
named concepts in an ontology that people understand and
can be handled in a logical and consistent manner, map-
ping and maintaining the mapping between the concepts
and real world items in order to personalize the technol-
ogy is not so straightforward. This requires exposing the
user to the technology either directly or indirectly and can
involve quite an effort and may not even be a tractable
problem.

This mapping between real world items and ontolo-
gies is further compounded by the fact that ontologies do
not handle, uncertainty. Ontologies rely on logic which
assumes all information required to make a logical deci-

sion is available and produces either true, false or unde-
terminable statements. Uncertainty on the other hand pro-
duces similar statements but with degrees of truth or false-
ness. When applied to context awareness, the case where
uncertainty is not present is very much an exception.

The size and scale of an ontology capable of handling
context awareness is another problem. Ontologies are ex-
pandable and new concepts can be added, for example by
a user. Each time a new concept is added to an ontology
a consistency check should be made, as well as updating
all interpretations of concepts in the ontology to take into
consideration the new concept.

3.2. Context Awareness and the SCM

The SCM algorithm [7] is an unsupervised, symbol string,
clustering algorithm where each of the learned clusters is
interpreted as a recognized context. The symbol string is
used to describe the state of a set of context information
sources that combined together describe the user’s context
at a given instant of time. The result is learned contexts
personal to the user with no user intervention or under-
standing required. Unsupervised learning also makes the
implicit assumption that the data being handled is noisy
and can tolerate any missing pieces of information.

One difference between the learning and ontology ap-
proach is once the ontology is defined then it can be avail-
able immediately whereas in the learning approach each
context has to be experienced at least once before being
recognized again. It can also happen that a learned con-
text can be quite general and over time it is split into more
specific less general contexts based on the user’s behav-
ior. So once a context is learned it can be later modified
as well.

The main perceived drawback of context awareness by
unsupervised learning in the SCM is the absence of la-
belling of the learned contexts in a standard manner. In the
next section the problem of labelling contexts is addressed
based on a quasi-supervised learning approach with the
user an unwitting supervisor.

4. QUASI-SUPERVISED LABELLING OF
CONTEXTS

One of the major differences between context awareness
through ontologies and unsupervised learning as already
discussed is the ability to label the contexts. In what fol-
lows a supervised learning algorithm is described that can
be used to label user contexts with user needs in those
contexts.

In [11] a learning approach is used to associate the
requirements of a user in a given context learned by the
SCM. In this case if a user interacts with a mobile de-
vice, for example, starts an application or accesses a WEB
page the context is learned through the SCM and a sec-
ond learning mechanism (i.e. not the SCM) associates the
application, WEB page, or communication type with that
learned context. For each context there is then a list of
applications, WEB pages and communication types asso-
ciated with that context which label it. Of course the la-
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Figure 3. Defining the associations between recognized
contexts and application use by the user.

bel is personal to the user and comes without any explicit
labelling by the user. Figure 3 shows a low-level imple-
mentation of associating different applications with recog-
nized contexts, using the association weights ωij ∈ [0, 1].
In fact as a result of the learning process the weights ωij

represent a probability that the user uses an application
in a given context. It is assumed there are a set of K

recognizable contexts. At any given time the recognition
algorithm recognizes the user is in context j, if the user
is in context j for a continuous period of time [0, T ] and
the user uses applications a1, a2, . . . , al in context j then
there is a weight ωjai

∈ [0, 1] associated with each of
these applications which at the time T are updated as,

ωjai
= ωjai

+ α (1.0 − ωjai
) i = 1, . . . , l (1)

where 0 < α � 1 is an adaptation parameter, assumed
constant here. Also assume there are a set of weights
ωjb1 , ωjb2 , . . . , ωjbm

for applications b1, b2, . . . , bm which
are not used by the user in the period [0, T ], then these
weights are updated as,

ωjbi
= ωjbi

+ α (0.0− ωjbi
) i = 1, . . . , m. (2)

With this adaptation it is very simple to show that ωjk →

pjk, where pjk is the probability that the user uses appli-
cation k when in the recognized context j.

5. CONCLUSION

Context awareness is possible and may even be necessary
for mobile devices, however, if it is to work it should be
possible to personalize it to the user. The effort to perform
this personalization should be significantly less than the
benefits to the user from the context awareness. Context
awareness based on ontologies is a dominant approach,
however ontologies are based on high level definitions of
concepts and knowledge about their interaction. While
different concepts may be understandable to people, defin-
ing these same contexts for each user is a more complex
problem. On the other hand context awareness through
unsupervised learning processes the information available
in the user’s world and builds up a representation of the
user’s context. Labelling of the user’s contexts then be-
comes a problem. However, it is argued that user contexts

do not need to be labelled in the same manner as in the on-
tology approach, but what is more significant is knowing
the user requirements in a given context. The learned user
requirements act as labels for the contexts. This provides
a very simple means of avoiding user interaction with any
form of context awareness functionality while at the same
time allowing the user to benefit from its implementation.
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