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Abstract— Optimizing TCP (Transport Layer) for mobility has been re- TCP is a vital component of the Transport layer of the Internet
searched extensively. We present a brief summary of existing results which protocol suite. It is intended to provide connection oriented re-

indicates that most schemes require intermediaries (such as base stations),. . . . .
to monitor the TCP traffic and actively participate in flow control in order liable service over an underlying unreliable network. Itis there-

to enhance performance. Although these methods simulate end-to-end se-fore not surprising that TCP has received a lot of attention and
mantics, they do not comprise true end-to-end signaling. As a result, these fairly large number of researchers have tried to optimize and

techniques are not applicable when the IP payload is encrypted. For in- ; - : ; _
stance IPSEC, which is expected to be standard under IPv6, encrypts the improve TCP for different environments characterized by het

entire IP payload making it impossible for intermediaries to monitor TCP ~ €rogeneous subnetworks with widely different bandwidths and
traffic unless those entities are part of the security association. In addition, latencies (for instance TCP over wireless links, satellite links,
these schemes require changes (in the TCP/IP code) at intermediate nodesg|gyy serial links, etc.).

making it difficult for the mobile clients to inter-operate with the existing

infrastructure. In the following, we first outline the problems with TCP in

In this paper we explore the “Freeze-TCP” mechanism which is a true  mobile environments. Next, we summarize the proposed solu-
end-to-end scheme and does not require the involvement of any interme- tions, indicating their strengths and weaknesses, and the current

diaries (such as base stations) for flow control. Furthermore, this scheme e . . .
does not require any changes on the “sender side” or intermediate routers; status of TCP enhancements/modifications being considered for

changes in TCP code are restricted to the mobile client side, making it pos- adoption in future versions of TCP by an IETF working group
sible to fully inter-operate with the existing infrastructure. We then outline  overseeing this area. We then explore the “Freeze-TCP” mech-

a method which integrates the best attributes of Freeze-TCP and some ex- 5ism to enhance TCP for mobile environments and identify its
isting solutions. Performance results highlight the importance of pro-active

action/signaling by the mobile-host. The data indicate that in most cases, @dvantages and drawbacks.
simply reacting to disconnections tends to yield lower performance than

pro-active mechanisms such as Freeze-TCP. [I. TCP’'s WINDOW MANAGEMENT AND PROBLEMS IN

Keywords— TCP, Mobile-IP, Wireless networks, Protocol design, imple- MOBILE ENVIRONMENTS
mentation, analysis and performance.
TCP uses a sliding window mechanism to accomplish reli-
|. INTRODUCTION able, in-order delivery and flow/congestion control. Figure 1
shows this graphically, with the window sliding towards the
With explosive growths in wireless services and their subyht. The window sizeW) is determined as the minimum of
scribers, as well as portabéed affordablecomputing devices; receiver's advertised buffer space, and the perceived network
itis natural that supporting user mobility in the Internetis a h@ngestion. The sender allows upW outstanding or unac-
and exciting issue that has attracted extensive efforts (for exaflowledged packets at a time. This results in a “usable window”
ple [1]). As aresult of these intense efforts, since its beginningige equal tsW minus the number of outstanding packets.

in early 90s, Mobile-IP has rapidly matured to a stage where it iSUnder normal conditions, the right edge of the window stays
being proposed as a standard by the IETF [2]. Now that the l?& d (when the packets in’ the current window remain unac-
sic mobile IP protocol is more or less standardized, research&q%wledged) or advances to the right along with the left edge of
are beginning to focus on performance enhancing mechanis{ws '

. . ; . € window, as packets are acknowledged. If the consuming pro-
at all layers of the networking stack in order to deliver high per- . . o
cess at the receiver end is slower than the sender, the receiver’s
formance at the end-user level. . . . o . .
buffers will begin to fill causing it to advertises progressively
As_maller and smaller window sizes. Eventually the receiver may

This work was supported in part by NSF grants CDA-800828 and CD. X : . R X
9617355 run out of buffer space in which case it advertises a window



outstanding FTP, Telnet sessions and other connections can certainly remain
alive for a few minutes it might take to go from one end of a
building to another. The idea behind mobility is that such open
DATA - . .
% connections should be retrieved seamlessly despite the move and
a change of the underlying IP address.
Acknowledged J I

Window ! Even if a single packet is dropped for any reason, the current
standard implementation of TCP assumes that the loss was due
to congestion and throttles the transmission by bringing the con-
gestion window down to the minimum size. This, coupled with
the TCP’s slow-start mechanism means that the sender unnec-
size of zero. essarily holds back, slowly growing the transmission rate, even

Upon seeing an advertised window size of zero, the sendie@ugh the receiver often recovers quickly form the temporary,
should freeze all re-transmit timers and enter a persist mogBort disconnection. This is illustrated in Figure 2 where it is
This involves sending probes (called the Zero Window Probg&gen that the network capacity can remain unutilized for a while
or ZWPs) until the receiver’s window opens up. In a strict seng@ven after a reconnection.
each ZWP should contain exactly one byte of data [12] but many o
TCP implementations including those in Linux and FreeBSD i ,
do not include any data in their ZWPs. The interval between A
successive probes grows exponentially (exponential back-off)Sender e
until it reaches 1 minute, where it remains constant. Because Fig. 2. TCP Slow-Start
these probes are not delivered reliably, the seddes nodrop
its congestion window if a Zero Window Probe itself gets lost.

Eventually the receiver responds to a ZWP with a non-zero win-
dow size, and the sender will continue transmission using a win- lIl. EXISTING SOLUTIONS
dow size consistent with the advertised value.

DATA

Fig. 1. TCP Window Management

eceiver

Several approaches have been proposed to overcome these

An exception to this normal window management operatighortcomings of standard TCP. The Berkeley Snoop module [5],
can occur if the receiver “shrinks” its advertised window, that {§] resides on an intermediate host (preferably the base station),
moves the right edge towards the left. This can suddenly creatgar the mobile user. It caches packets from the sender and in-
a negative usable window size which might confuse the sendgjects their TCP headers. Using the snooped information, if
While this behavior is discouraged, the sender must recovetie module determines that a packet has been lost, it retransmits
it occurs. As stated in [3] and [4], the sender is allowed tg buffered copy to the mobile node (which is intended to be a
retransmit any outstanding packets (upWg, but should not |ocal retransmission over one or a few links). It maintains it's
send new data. Also, any lost packets from within the old wimwn timers for retransmission of buffered packets, implements
dow (and now to the right of the new window because the rigkélective retransmissions, etc.

edge moved leftward) should not cause the congestion WindOV\{ndirect TCP (I-TCP) [7] proposes to split the connection be-
to drop. This means that if the receiver shrinks its window een a fixed sender host (FS) and mobile host (MH) at a mo-
zero, all outstan(_jmg paCketS can be lost without affecting tBffity support station (which should ideally be the base station,
sender’s congestion window and the sender should enter the %%) The data sent to MH is received, buffered and ACKed by

sist mode described above. BS. Itis then the responsibility of BS to deliver the data to MH.
_ _ . . On the link between BS and MH, it is not necessary to use TCP.
A. Problems with TCP in mobile environments One can use any other protocol optimized for wireless links.

TCP ved f ired. fixed topolodi hich MTCP proposed in [8] is similar to I-TCP and also splits a TCP
. was conceived for wired, fixed topologles WhICh alg, \naction into two: one from MH to BS and the other from BS
fairly reliable. Hence it operates on the assumption that a /FH. The MH to BS connection passes through a session layer

;);Se?ifgetrdgf rtg fﬁ;g:bs.:gjgh \/_\/rfglﬁrr:];treizoneabelf Il(‘)or Z MBiotocol which can employ a selective repeat protocol (SRP)
' structure. : Vi S, NOWEVET, l0SSesS G the wireless link.

more often caused by . .
(i) The inherently higher bit error rates of the wireless links In [9], a method is propo_sed to aII_ewate the performance
and degradation as a result of disconnections due to handoffs. If
. , , i ) ackets are lost during handoff, the standard TCP at the sender
(ify Temporary disconnections (due to signal fading or othef,y grops its congestion window and starts a timeout. If this
link errors; or because a mobile node moves, etc). timeout period is longer than the handoff disconnection, the mo-
To better illustrate the second item above, it should be noteite client does not receive any data until the timeout period is
that mobility is distinct from wireless connectivity. For instancegver. To reduce this waiting period, [9] makes the mobile host
a user working in the office on a notebook wants to move (witle-transmit 3 copies of the ACK for the last data segment it re-
the notebook) to a laboratory or a meeting room at the other erwlved prior to the disconnection, immediately after completing
of a building or in the next building, where the IP addresses ctre handoff. This causes the sender to immediately re-transmit
be on different subnets; possibly across one or more firewalisile segment, which eliminates the waiting period.



In[10] it is proposed to delay the duplicate ACKs for a misgioned in the subsection above, except [10] and [11]) require
ing packet (which could trigger a fast retransmission from trsubstantial modification and processing at an intermediate node
sender) in order to allow any special local retransmissions (BS). Some schemes, such as EBSN [10], also require modifica-
the wireless links to work, before forcing the sender to fadiions at the sender side. This makes it difficult for these schemes
retransmit the missing packet(s). In [11] an explicit bad-state inter-operate with the existing infrastructure.

notification (EBSN) scheme is presented, wherein, for eag) The second importantissue is encrypted traffic. As network
failed attempt to send a packet to a MH, the base station (Blurity is taken more and more seriously, encryption is likely
sends an explicit bad-state notification to the sender. Upon {gepe adopted very widely. For instance, IPSEC is becoming
receipt of each EBSN, the sender resets retransmit timer(Shpintegral part of IPv6, the next generation IP protocol. In such
original value(s). The idea is that these explicit notifications preases the whole IP payload is encrypted, so that the intermediate
vent the sender from dropping congestion window (only whefpdes (be it the base station or another router) may not even
the TCP code on the sender side is modified accordingly).  know that the traffic being carried in the payload is TCP. Any

Itis possible to exploit TCP’s response to a receiver shrinkimgproach (such as SNOOP, |I-TCP, MTCP, M-TCP ...) which
its window to zero in order to enhance performance in preserd®pends on the base station doing a lot of mediation will fail
of frequent disconnections. The main advantage is that wh&hen the traffic is encrypted.

the sender enters persist mode, it freezes all packet retran@itEven more serious, sometimes data and ACKs can take dif-
timers and does not drop the congestion window so that the igd@ent paths (for instance, in satellite networks). Schemes based

time during the slow-start phase can be avoided. M-TCP prgh “intermediary” involvement will have serious problems such
posed in [13] uses this idea. It also splits up the connectigitgse.

between a sender (FH) and mobile receiver (MH) in two par

one between FH and BS (base station/mobility support statictssﬁ Yet another consideration is maintaining true end-to-end se-

X h . mantics. I-TCP and MTCP do not maintain true end-to-end se-
and one between BS and MH, which uses a customized wireless .. . o .
protocol. mantics. M-TCP in [13] does maintain end-to-end semantics,

but requires a substantial base-station involvement nonetheless.

Whenever the base station (BS) detects a disconnectiontfys there is a need for true end-to-end signaling without in-
packet loss, it sends back an ACK to the sender (FH) with\@}ying any intermediary.

zero window size to force the sender into persist mode, and gg Even if one assumes that issues (1)~(4) above are not rel-

drop it's congestion window. To maintain end-to-end semanti . . :
.evant, and that an intermediary (such as a base station) can be
the BS relays ACKs back to the sender only when the receiver . ) L
. . ; rought in for performance enhancements; there is still a need
(MH) has ACKed data. This can lead to problems: for instancg, . . . .
assume that the sender has transmitted one widow full of ag?( consider whether the intermediary will become the bottle-
Pak&ek. It is clear that the base stations (BS) in SNOORP, I-TCP,

ets and is waiting for ACKs. Suppose the receiver receives th CP. M-TCP will all have to buffer at least some amount of
all and ACKs the last transmission (TCP ACKs are cumulativ(ei X -
I ta (to perform local retransmission, etc.) and do some ex-

and then immediately gets disconnected. If the BS relays ba%ra processing for each connection going through them. If hun-

the ACK to sender, it will keep transmitting eventually lead- S ;
. ; . . reds or thousands of nodes are mobile in the domain of a base
ing to packet loss and congestion window throttling. One could_.~ ™. ; . .
. - Station, it could get overwhelmed with the processing of traffic
send a duplicate ACK for the last segment, advertising a win- . . . )
associated with each connection. When a mobile node moves

dow size of zero, but such duplicate ACKs may be ignored : C "
the sender. Hence, the M-TCP scheme proposes that the Eg%rg the domain of one BS to another, the entire "state” of the

station hold back the ACK to the last byte. For instance, if thceonnecuon (including any data that was buffered for retransmis-

. . sions) needs to be handed over to the new base station. This
MH has ACKed bytes up to and including sequence nurrxbercan cause significant amount of overhead and might lead to the
the BS ACKs bytes only up toX(— 1) to the sender. It holds 9 9

back the ACK for the last byteX) so that if a disconnection loss of some packets and the sender dropping congestion win-

is detected, that ACK can be relayed back to the sender, Withan, which would defeat the original purpose behind the whole

zero window size. Mechanisms to “release” the Iast-byte—AC%deavor'

(and the motivations behind them), as well as other details carOn the positive side, if the above issues can be ignored, then

be found in [13]. most of the proposed solutions (especially M-TCP) do yield per-
formance improvements (although holding back a byte in the
A. Strengths and Drawbacks of Existing Solutions M-TCP scheme might force re-packetization at the sender end,

thereby degrading the performance). In [13] it was observed
Next we consider major factors (not necessarily in the ordgfat SNOOP, I-TCP, MTCP handle bit-errors well but do not ef-
of importance) that should be considered in assessing any TfgBively deal with frequent disconnections of sizable duration
enhancement scheme. or frequent handoffs. The delayed duplicate ACKs scheme [10]
(1) One of the main considerations is inter-operation with thveas found to improve performance in presence of occasional
existing infrastructure. To realize this goal, ideally, there shoulchnsmission losses, but it can degrade performance in case of
not be any change required at intermediate routers or the seratgual congestion losses [11]. Likewise, the explicit bad-state
because these are likely to belong to other organizations, mastification (EBSN) scheme works well if the “bad state” lasts
ing them unavailable for modifications. All approaches that spfitr significant duration or when large error bursts occur. How-
the connection into two parts (this includes all the schemes mewer, it may not be as effective as the SNOOP method for ran-



SNOOP| ITCP[7] & M-TCP Delayed [10]| EBSN [11] Our
[5]1,[6] | MTCP [8] [13] Dupacks Freeze-TCP
Requires intermediate
node TCP mods? yes yes yes no yes no
Handle encrypted traffic?l  no no no yes no yes
End-to-end TCP semantids yes no no yes no yes
Handle long may run out

disconnections no of buffers yes no yes yes
Frequent no handoff handoff may be no yes yes

disconnections costly costly
Handle high BER yes yes yes no no no

TABLE |

Characteristics of various mobile TCP solutions (BER refers to bit-error-rate).

dom occasional errors [11]. We have summarized the charactewindow size of zero? This period is in a sense the “warning pe-
istics of some of the proposed solutions in Table I. riod” prior to disconnection. Ideally, the warning period should

A very good summary of current state-of-the-art approach@ 10ng enough to ensure that exactly one ZWA gets across to
to optimizing the transport layer for mobile environments can §g& sender. If the warning period is any longer, the sender will
found in the Internet Draft [14]. In that draft only SNOOP plu®®€ forced into Zero Window Probe mode prematurely, thereby
SACK is being recommended for adoption, after issues relat6@ding to idle time prior to the disconnection. If the warning
to IP encrypted payloads (such as those in IPSEC) have b&&R0d is too small, there might not be enough time for the re-

resolved. Some recommendations from the draft to resolve th€§&/€r to send out a ZWA which will cause the sender’s conges-
issues are: tion window to drop due to packets lost during the disconnection

which, in turn leads to some idle-time/underutilization after the

(i) Make the SNOOPIng base station a party to the security g'connection)

sociation between the client and the server, or

(i) Terminate the IPSEC tunneling mode at the SNOOPI
base station.

n Given this, a reasonable warning period is the round-trip-time
@QTT). During periods of continuous data transfer, this allows

) the sender to transmit a packet and then receive its acknowl-
The draft also recommends adopting delayed dupacks W’lﬁ%ment. Experimental data corroborates this: warning periods

that technique eventually stabilizes through further research gy ger or shorter than RTT led to worse average performance
experimentation. Likewise, the draft recommends only thojemost cases we tested. Note that Freeze-TCP is only useful
schemes that require changes at base stations and mobile gnggisconnection occurs while data is being transfered (as op-
be further researched. posed to when the receiver is idle for some time and then gets
disconnected), which is the most interesting case anyway.

Since the ZWPs are exponentially backed off, there is the pos-
The main idea behind Freeze-TCP is to move the onus of siipility of substantial idle time after a reconnection. This could

naling an impending disconnection to the client. A mobile nod@ppen, for instance, if the disconnection period was long and
can certainly monitor signal strengths in the wireless antenrthg the reconnection happened immediately after losing a ZWP
and detect an impending handoff; and in certain cases, midatm the sender. In that case, the sender will go into a long back-
even be able to predict a temporary disconnection (if the sigredl before sending the next probe. Meantime the receiver has
strength is fading, for instance). In such a case, it can advertideeady reconnected, but the connection remains idle until the
a zero window size, to force the sender into the ZWP mode agghder transmits its next probe. To avoid this idle time, we also
prevent it from dropping its congestion window. As mentioneighplement the scheme suggested in [9]. As soon as a connec-
earlier, even if one of the zero window probes is lost, the sendi@n is re-established, the receiver sends 3 copies of the ACK for
does not drop the congestion window [12]. To implement thibe last data segment it received prior to the disconnection. This
scheme, only the client’s TCP code needs to change and tiggeme is henceforth abbreviated as “TR-ACKs” (Triplicate Re-
is no need for an intermediary (no code changes are required¢@nnection ACKs). Note that even in standard TCP, packet re-
the base station or the sender). transmissions are exponentially backed off. Therefore the post

If the receiver can sense an impending disconnection,r‘?tCaneCtion idle time can occur there as wefll. Forafaircom-_
should try to send out a few (at least one) acknowledgemer@rison. the Standard TCP on the receiver side was also modi-
wherein it's window size is advertised as zero (let an ACK witfied to optionally send TR-ACKs. This way, the effect of only
a zero receiver window size be abbreviated “ZWA’, i.e., Zerd'® Freeze-TCP mechanism (i.e., forcing the sender into ZWP
Window Advertisement). The question is: how much in adnodeprior to a disconnection) can be isolated.
vance of the disconnection should the receiver start advertisingJnlike M-TCP, there is no advantage to holding back the

IV. OUR FREEZETCP APPROACH



ACK to the last byte. For M-TCP it was useful because even flo(Wiz) + Wizl Round rps

when the mobile client was disconnected, the base station coulsceiver | s A
still signal the sender on behalf of the client. In the case of W ; / //
Freeze-TCP, since changes are restricted to the client end, holCsenge &
ing back the ACK for the last byte does not help. Note that
Freeze-TCP will avoid any re-packetization penalty at the sender
end (which M-TCP might incur because it holds back the ACK
to the last byte).

Figures 3 and 4 help estimate the performance gain possibléc, . |
due to the Freeze-TCP technique.

Regular TCP

Receiver

Freeze-TCP

W unACKed packets Fig. 4. lllustration of increased throughput due to Freeze-TCP
can be sent
B o
Receiver
dubbed “slow-start congestion avoidance” and is adopted in 4.3
BSD Reno release and onwards [12].
It should be noted that (3) is an approximate expression, ig-
cend noring collisions, and other factors that might affect the traffic.
enaer

A. Experimental Setup

We carried out experiments by modifying the Linux 2.1.101
Fig. 3. Relation betweer, RTT andw TCP source code. The receiver side Freeze-TCP mecham;m
was implemented on a PC designated to emulate the mobile

_ _ . . . host. All performance measurements used client-server pro-

In Figure 3ts is the time required to “put or write the packelyrams specifically written to emulate frequent disconnections

on the wire”, RTT is the total round trip delay including the during data transfer and measure the resulting data transfer rates
delays at sending, receiving as well as any intermediate nodgsg delays.

andW is the sender’s window. From the figure, it is seen that if

. . . The server is on the “sender side” without any changes to its
any idle periods are to be avoided: y 9

underlying TCP code. It runs as a normal user process with-
RTT out any special privileges. The server could be operated in two
(1)  modes:

ot (i) Continually send data until the client disconnects, or
H acket-size,: H : H H
Sincets ~ Banawidm (ignoring processing/queuing delays intergjiy Only send a stream of specified length to the client

nal to the host, collisions in case of shared medium, etc.) itis . . . .
seen that the [delay bandwidth] product is important in deter—lr? either mode the segment size can be specified by the client.

minina how bid the conaestion window needs to be if under- In addition, Each segment has its own serial number included as
ining 9 gestion . data, along with a check-sum. This way, the client can easily
utilization of network capacity is to be avoided. monitor corrupt or missing packets

. RTT . . The client runs on the “receiver side” which emulates a mo-
Assuming ts > 1; W2 Lis required for (2) bile node implementing the Freeze-TCP scheme. The client
i o ) o maintains a time ordered list of events to be executed in course
full r_letwork capacity utilization. Flgl_,lre 4 plc_:t_orlally illustratesyt the experiment; such as FreezeOn (start advertising a zero
the increased throughput under this condition, when Freezgnqow size), InterfaceOff (simulate a disconnection), Freeze-
TCP prevents sender side window, from dropping and re- off |nterfaceOn, Count (which prints the amount of data re-
growing (due to packet losses). ceived since last Count event as well as cumulative time and

From the figure it can be seen that the (approximate) numigkta bytes since the start of the experiment); etc.

of extrapackets transferred by the Freeze-TCP scheme is givem, gisconnection is simulated by deliberately corrupting the 1P

by ) checksum (in the IP header) if a kernel variable is set, in reality
Extra Segments: w2 +WIgW — W +1 (3) this could be easily linked to signal strengths measured by the
8 4 antenna(s). This way, incoming packets never reach the mobile
In addition to (2), the above expression (3) also assumes thatle’s TCP layer; and any TCP packets that are sent out by the
upon a disconnection (and the loss of packets), regular T@®bile node are also dropped by peer IP layers; very closely
drops the congestion window all the way down to 1, and firstmulating a disconnection (from the TCP layer's perspective).
grows it by a factor of 2 each time an ACK is received, until iThe InterfaceOff and On events simply set and unset this flag.
reachedV /2. From there on, it is incremented by 1 each tim&his mechanism is general and independent of the specific con-
an ACK is received until it reaches the same si¢eprior to nection type (Ethernet, SLIP or whatever) as well as the network
disconnection. This congestion window growth mechanismiigterface card.

W-ts>RTT or W>

S




Disconnect| Transfer time (Sec), averaged over 10 runs (100 disconnection events) Overall Gain
time Triplicate Reconnection (TR)-Acks No TR-Acks (Freeze-TCP + TR-Acks
Standard TCP Freeze-TCP Standard TCPH  Freeze-TCP over Normal TCP)
2.6 ms 18.7 13.0 (+ 30.4%) 18.6 17.1 (+8.1%) [+30.1%)]
30 ms 17.9 13.2 (+ 26.2%) 17.8 16.9 (+5.4%) [+ 25.8%)]
0.1ls 18.4 13.8 (+25.2%) 18.7 17.5 (+6.3%) [+ 26.2%)]
05s 194 17.3 (+10.9%) 21.2 21.8 (—3.2%) [+ 18.4%)]
ls 25.7 22.4 (+12.7%) 28.2 28.6 (—1.5%) [+ 20.6%)]
2s 40.0 32.5 (+16.6%) 66.1 66.6 (—0.8%) [+ 50.8%]
5s 71.0 63.6 (+10.4%) 116.3 95.0 (+18.4%) [+ 45.3%)]
10s 143.8 116.6 (+ 18.9%) 190.6 184.3 (+3.3%) [+ 38.8%)]
TABLE Il

Local host (3 hops). Number of disconnections per run = 10. Interval between events =1 s.
Data stream size = 10 MBytes. Effective throughput of 10 Mbps EthesrieMBytes/sec.

Warning Period = 2.6 ms RTT for 1000 byte packets.

Between FreezeOn and InterfaceOff events (i.e., in the wathis mechanism can be. To illustrate these trends we consider the
ing interval prior to disconnection) data segments from tHellowing environments which span a large range and variety of
sender are accepted as usual, but the receiver “window sizeb@dwidths: 10 Mbps Ethernet, 100 Mbps Ethernet, and 38.4
advertised as zero in all acknowledgements sent out during tkisps PPP. To vary the round-trip delay, the 10 Mbps Ethernet
period. This accommodates some of the overflow that happamsl 38.4 Kbps PPP experiments were run against local (same
even after the sender has seen a ZWA. Such overflow was fouadm) as well as distant (across the county) servers. ThgRTT
to occur in all TCP implementations except in FreeBSD and liatios for each case are listed below.

caused by Local Media | Server| RTT/ts
(i) Packets already in flight which the receiver gafter trans- 10 Mbps Ethernet | local 2
mitting the ZWA, and 10 Mbps Ethernet | distant| 63
(i) The sender getting confused (in most implementations) be- 100 Mbps Ethernet local 4
cause of the sudden window shrinkage which in turn causes it's 38.4 Kbps PPP local 0.25
usable window to become negative. In this situation, as per 38.4 Kbps PPP distant| 0.3

RFC'’s [3] and [4], the sender is allowed to empty out the packets .
in the previous non-negative sized window. The 10 Mbps Ethernet experiments were performed to emu-

late a mobile host in a wireless Ethernet cell, where, under light

The client can be operated in two modes: load conditions, the bandwidth available can be comparable to
(i) Send a triplicate ACK (TR-ACK) after a reconnection, i.e.wired Ethernet. In addition, 10 Mbps Ethernet is the most com-
immediately after every InterfaceOn event, and monly used local network technology. Since a local network

(i) “No TR-ACK” or standard mode, where the receiver does€gment is highly “controllable”, it possible to guarantee any
not send extra ACKs after a reconnection, it just waits for irdesirable set of traffic patterns. Hence, experiments on the local
next segment from the sender. ’ networks serve to quickly bring out the intrinsic trends without

interference from true congestion and other unpredictable events

The functions required to implement the FreezeOn/Off, Int&f5,nq in the Internet at large. Moreover, it is likely that mobile
faceOn/Off and TR-ACK events were added to the TCP cod@jes do most of their data communication with a server that is
in the kernel and made available to the client program as Sygay to be the base station and servers attached to it (most likely
tem calls. At the start, the client program reads all the everg@pp"ed by the ISP). Hence it is useful to look at the perfor-

along with their execution times as well as the desired opeldznce across a small number of 10 Mbps Ethernet hops, which
tional modes (TR-ACK vs. No TR-ACK, fixed data length okg ihe first set of experiments conducted.

fixed time duration, etc.) from an input file. This gives a lot In thi i ‘ q . ts with | d
of flexibility to explore different warning periods, operational n this Set we performed experiments with Several Servers an
esent the results for a local host running Solaris 2.6 and a dis-

modes, etc., by simply changing the input file. Note that i . .

warning periods (equal to RTT) were evaluated for each conn%_%r—“ hos_ihr ubnnlng A(;XF4'2' E?%hpexpenment was rlttepeattetld 10

tion and operational mode before running the client program. Imes with base and rreeze- cases running afternately, so
that for every bases case run, the corresponding Freeze-TCP

case happened under almost identical conditions (time of day,
network traffic, etc.). The results are shown in Tables Il and IlI.
As mentioned above, the performance of the Freeze-TCPrlable Il shows that the Freeze-TCP scheme enhances perfor-

scheme depends on the RJratio which is proportional to mance substantially. Besides showing the overall gain [i.e., the
[delay x bandwidth]. The higher this ratio, the more effectivperformance of Freeze-TCP along with TR-ACKs as compared

B. Experimental Data



Disconnect| Disconnectiong Data Stream | Transfer time (Sec), averaged over 10 runs
time perrun/event | Length (Bytes) Triplicate Reconnection (TR)-Acks
repetition interval| Standard TCP Freeze-TCP
2.6 ms 8 10M 103.4 88.9 (+14.1%)
30 ms 8 10M 114.2 90.8  (+20.6%)
0.1ls 8 10M 109.3 90.1 (+17.6%)
05s 8 10M 109.9 92.2 (+16.1%)
ls 8 10M 113.0 96.6  (+14.5%)
2s 8 10M 116.1 106.8 (+8.10%)
5s 8 10M 140.4 134.8 (+3.99%)
TABLE Il

Remote host (17 hops, across the country). Effective throughput of 10 Mbps Ethet@ekBytes/sec.
Warning Period = 85 ms RTT for 1000 byte packets.

Disconnect| Number of Interval | Data Stream | Transfer time (Sec), averaged over 10 runs
time Disconnectiong Length (Bytes) Triplicate Reconnection (TR)-Acks
Per run Standard TCPH Freeze-TCP
0.4ms 11 75 ms 15M 2.35 1.45 (+ 38.4%)
1ms 8 75 ms 15M 23.5 145 (+ 38.1%)
10 ms 10 50 ms 10M 1.98 1.13 (+43.3%)
0.1s 8 160 ms 15M 3.40 2.30 (+ 32.4%)
0.4s 10 160 ms 20M 8.81 6.12 (+ 30.6%)
ls 8 160 ms 20M 13.1 9.96 (+ 23.9%)
2s 8 160 ms 20 M 26.3 17.9 (+ 31.8%)
TABLE IV

Local host (2 hops). Effective throughput of 100 Mbps EtheradiD MBytes/sec.
Warning Period = 0.3 m& RTT for 1000 byte packets.

with the plain/standard TCP implementations found on all UnikR-ACKSs leads to a substantial improvement over standard TCP
flavors today], we have also evaluated the performance enhar{oediich does not have TR-ACKSs), as in Table Il. However, that
ments (¢ percentage improvements) for the TR-ACK and Ndata does not lead to new insights and hence, it has been ex-
TR-ACK case separately. In other words, standard TCP wittuded from the table for the sake of clarity and brevity. In fact
TR-ACK is compared with Freeze-TCP with TR-ACK (in colthe remaining data (which is presented in the table) is the most
umn 3), and Standard TCP without TR-ACK (which is what ipessimistic because it compares Freeze-TCP using TR-ACKs
found in all current implementations) is compared with Freezedth standard TCP using TR-ACKs, thereby isolating the en-
TCP without the TR-ACK (in column 5). This helps isolate thbancements due to the Freeze-TCP mechanism alone.

performt?nceﬂ:a nhangem_etntsihdug to t\f/\\? I;reezpe-TbCP mgcha_nls%e experiments with remote hosts clearly demonstrate the
(i.e., putting the sender into the Zero Window Probe mode prighe_herability of Freeze-TCP with the existing infrastructure:

;o a dlsior][neirt]lotnt)hfrcl):m that ?g.i to thﬁ TR'AgKi' -ll;he daI e server can be anywhere; all the changes to TCP code are
emonstrates that the Freeze- mechanism by Itselt can yk% fined to the client which was under our control (none of the

a sizable performance enhancement. In addition, it can be u ote servers were under our control, we only had access to

ﬁlong Vt\'#h other techniques (such as TR-ACKSs), to further ®Hormal user accounts there, to run the TCP server application as
ance the gain. an ordinary user process).

Table Il shows the results obtained in experiments with aAsbb“::h tableisht(r)]w,lm the cases whﬁ.re Freeze-T{EP d;g‘z /not
very remote host: 17 hops, and geographically across the codf® .etr:ar resu S'd N toss lstI(:ary smaTég-o mo:e ftzn t'. O)t
try. Once again, it is seen that Freeze-TCP leads to better perﬁ\@lS IS the main advantage of Freeze- - most orthe time 1

mance in almost all cases. Here, there is more variability in t ds_ to be_tter performance_ and the enhancement can be S.Ub'
data which is attributable to the unpredictable traffic conditiorfiantial, while the few times it leads to worse results, the loss is
in the Internet at large. However, the main trends are same"é@:rg'nal'

those seen in Table Il. Notice that in most cases using Freezeto illustrate how the results vary with bandwidth, the next
TCP leads to substantially higher performance. Here too, thet of experiments were done on a local 100 Mbps Ethernet
data from the No TR-ACKs cases showed that Freeze-TCP withgment. Because of the bandwidth (10 times that of normal



Disconnect| Transfer time (Sec), averaged over 10 runs (120 disconnection events) Overall Gain
time Triplicate Reconnection (TR)-Acks No TR-Acks (Freeze-TCP + TR-Ackg
Standard TCH Freeze-TCP Standard TCH Freeze-TCP over Normal TCP)
2.6 ms 185.7 178.8 (+ 3.7%) 183.1 179.7 (+ 1.9%) [+ 2.35%)]
30 ms 185.2 181.5 (+ 2.0%) 181.8 177.4 (+ 2.4%) [+0.17%]
0.1s 190.2 176.7 (+ 7.1%) 178.2 183.0 (— 2.6%) [+ 0.84%)]
05s 178.3 179.3 (— 0.6%) 188.4 189.2 (- 0.4%) [+ 4.83%]
ls 196.0 193.7 (+ 1.1%) 198.2 193.7 (+ 2.2%) [+2.27%]
2s 206.9 208.3 (— 0.7%) 234.4 217.5 (+ 7.2%) [+11.1%)]
5s 243.5 240.1 (+ 1.4%)
TABLE V

Low Bandwidth data: Local host (3 hops). Number of Disconnections per run = 12.
Interval between successive events = 10 s. Data stream size = 500 KBytes.

Effective throughput of 38.4 Kbps PR$4800 Bytes/sec. Warning period = 650 mdRTT for 1000 byte packets.

Disconnect| Transfer time (Sec), averaged over 10 runs (100 disconnection events) Overall Gain
time Triplicate Reconnection (TR)-Acks No TR-Acks (Freeze-TCP + TR-Acks
Standard TCPH Freeze-TCP Standard TCH  Freeze-TCP over Normal TCP)
2.6 ms 76.9 75.0 (+2.5%) 73.4 78.7 (—7.3%) [-2.18%]
30 ms 81.1 76.8 (+5.2%) 74.7 75.6 (- 1.2%) [-2.81%)]
0.1ls 78.6 76.1 (+3.1%) 77.2 80.2 (-3.8%) [+ 1.42%)]
0.5s 87.3 86.2 (+1.2%) 92.8 93.5 (-0.7%) [+ 7.11%]
ls 95.5 97.9 (-2.5%) 106.6 103.7 (+2.7%) [+8.16%)]
2s 111.4 110.5 (+ 0.8%) 124.0 114.1 (+ 8.0%) [+10.9%)]
5s 153.9 135.8 (+11.7 %) 182.9 178.3 (+2.5%) [+ 25.8%)]
TABLE VI

Remote host (24 hops, across the country). Number of Disconnections per run = 10.
Interval between successive events = 5 s. Data stream size = 200 KBytes.

Effective throughput of 38.4 Kbps PR$3200 Bytes/sec. Warning period = 780 mdRTT for 1000 byte packets.

Ethernet), the interval between successive events was loweresllts are shown in Tables V and VI.
by a factor of about 10 (otherwise the whole data stream would
quickly get transferred in one of the continuous periods betwe_?

disconnections, prematurely ending the experiments). As ex:

pected, Table IV shows that the benefits of using Freeze-TCPpr%q;eely performs significantly worse than normal TCP, althoughit

s the tables show, the current implementation of Freeze-
P can lead to performance enhancement in several cases. It

significant in high bandwidth environments. Also, the 100 Mb ogshappear t% yleld ?Am?s‘l} S”T‘"ar perforrTlance N many cases.
TR-ACKs results illustrate better improvements on average th IS happens due to the following reasons.

the 10 Mbps TR-ACKs data. The substantial performance gag? The RTT/ts ratio is low to begin with (an order of magnitude

; X . ! wer than 10 Mbps Ethernet as seen in the list at the beginning
[ﬂelagT bangwu?jth]_dp:]oductd(and hlgherdRVﬂ%f_rl?nrc:). S_lnc,:,e_ of this section). In other words, the network can be saturated
the [delay> bandwidth] product required o "ill the pipe ISfairlyquickly, with small sized windows. Consequently, the gain

greater than that of 10 Mbps Ethernet, higher window sizes fat can accrue from preventing the congestion window from

reqwre_d o saturate the network. Conse_quent_ly, the gain that %ﬂng is not as high as Ethernet environments where the ratio is
be realized when such a large congestion window is preven];ﬁgch higher

from dropping is also higher. This is consistent with equation

(3) which shows that the gain grows (essentially) quadratica'ﬁ&) Due to the large bandwidth mismatch between Ethernet and
with the window size. PP, the intermediate router at the other end of the PPP link

drops packets as its buffers become full. This was observed by
The final set of experiments emulate a mobile client connectining thetcpdump utility on a third neutral observer machine
ing via a wireless modem; resulting in data rates that are mumt the Ethernet side of the router while the experiments were
lower than wireless Ethernet LANs. To simulate such low linin progress. These periodic packet drops cause the sender to
speeds, we connected the receiver (emulating the mobile clieg)p it's congestion window, irrespective of what the receiver
to a router with a serial link using the PPP protocol. The sdees. Hence, using the Freeze-TCP mechanism to prevent the
rial link makes it possible to operate at any desired speed. Twimdow from falling during disconnections is not very effec-

are facilitated by the high bandwidth, which leads to a high



tive since it periodically falls anyway (because the intermediaséantial changes in the traffic or congestion state of the network.
router drops packets). This can happen for instance, due to temporary obstructions or

We optimized the kernel on the router to enhance it's rod@2des that the mobile client may experience. When the tempo-

ing performance, but that did not lead to a noticeable changd i obstruction disappears, the mobile client is reconnected in

the overall performance. Then we kept reducing the maximJfif Same cell where the traffic pattern is very likely to be the

window size which the receiver advertises. The idea is that wRA™ as before. In such cases, it should be safe to resume trans-

small window sizes, the number of outstanding packets allowBiSsion with the same window size as prior to the disconnec-

is small, thereby reducing the likelihood of buffer-overflow a{On- Another possible drawback of Freeze-TCP is that it needs

the intermediate router. It turns out that the window si#8 ( the_receiver t_o predict impending disconnections_. However, if
required to bring down the router packet drops to a couple %fd|sconr_1ect|on cannot be predicted the beh_awor gnd perfor-
segments once in a while is so small that preventing the wind§J)Nce Will be exactly that of standard TCP. Simulation results
from falling (by using Freeze-TCP) is not effective. hlghl_lght the importance (_)pro-actlvegcnon/ggnalmg by_the
. . . mobile-host. The data indicates that in many casgspactive
The important point of all the data is that even when Freezgp, ohanisms such as Freeze-TCP can yield better performance

TCP is not effective, it does not worsen performance by a N, those that simpleact aftera disconnection occurs.
ticeable amount. The few cases in which it loses, the losses are

marginal. This indicates that the overhead due to the Freeze' 9'05'”9' we would _I|ke_ to point out that true end-to-end
TCP mechanism is very small: even if it fails to enhance pdfchniques will become indispensable when IPSEC or other se-
formance, it will at least render baseline (standard TCP lik& ”ty_ mechanisms are employed to encr_ypt _the P paylor_:lds.
performanceThis is a win, no-loss situation! rastic changesto protocols_could be requiredin th_e future since
, i , the Internet was not conceived to support mobility, security,
Finally we would like to point out that for all the data pregy ity of Service (QoS), etc. Trying to incorporate these at-
sented, the number of disconnections was kept equal in bgif ies is therefore a continual “retrofit” job which will perhaps

base and Freeze-TCP cases, even though the base case typiga{lyix everything. However, as with any retrofit, backward-
takes a longer time to execute than the corresponding Freezgsnatibility and inter-operability with existing infrastructures

TCP case. In reality, connections with longer transfer timege of ytmost importance and the proposed technique satisfies
are likely to suffer more disconnections. This means the dafse criteria.

is highly pessimistic and illustrates a worst-case scenario.
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