Impact of Traffic Load on SCTP Failovers in SIGTRAN
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Abstract. With Voice over IP (VoIP) emerging as a viable alternativéhte tra-
ditional circuit-switched telephony, it is vital that thevd are able to intercom-
municate. To this end, the IETF Signaling Transport (SIGTRAroup has de-
fined an architecture for seamless transportation of SSiakigy traffic between
a VoIP network and a traditional telecom network. Howeveprasent, it is un-
clear if the SIGTRAN architecture will, in reality, meet %57 requirements,
especially the stringent availability requirements. TRI® transport protocol is
one of the core components of the SIGTRAN architecture, tfaiiover mech-
anism is one of the most important availability mechanismSIGTRAN. This
paper studies the impact of traffic load on the SCTP failowsfqgsmance in an
M3UA-based SIGTRAN network. The paper shows that crosicrafspecially
bursty cross traffic such as SS7 signaling traffic, couldeddsignificantly dete-
riorate the SCTP failover performance. Furthermore thepsjresses the impor-
tance of configuring routers in a SIGTRAN network with ralaety small queues.
For example, in tests with bursty cross traffic, and with eowfueues twice the
bandwidth-delay product, failover times were measuredclviiiere more than
50% longer than what was measured with no cross traffic dafthermore, the
paper also identifies some properties of the SCTP failovehar@sm that could,
in some cases, significantly degrade its performance.

1 Introduction

Since Voice over IP (VolP) roared into prominence duringlttter part of the 1990s,
the idea of a converged network based on IP technology faeyeideo, and data has
gained strong momentum. However, in spite of all prospectisivantages with IP it
would be naive to think that the transition from the tradiabcircuit-switched network
to IP would happen overnight.

In light of this, the IETF Signaling Transport (SIGTRAN) wang group has de-
fined an architecture, the SIGTRAN architecture [1], forsksss Signaling System #7
(SS7) signaling between VoIP and the traditional telecomwaek. The SIGTRAN
architecture essentially comprises two components: a ietvansport protocol, the
Stream Control Transmission Protocol (SCTP) [2], spedifiatesigned for signaling
traffic; and an adaptation sublayer. The adaptation subtdyelds SS7 from SCTP and
IP, and depending on how much of the SS7 stack is run atop SUiffiePent adaptation
protocols are used. Examples of adaptation protocolsdeciv2PA [3] for adaptation



of the SS7 MTP-L3 [4] protocol to IP, and M3UA [5] for adaptatiof SCCP [6] and
user part protocols such as ISUP [7].

It is widely recognized that to gain user acceptance, theT®I&N architecture
has to perform comparable to the traditional circuit-shétd telecom network [8]. In
particular, it has to provide the same level of availabitit/a traditional SS7 network.
Considering that ITU-T prescribes an availability levela®.9988% [9], i.e., no more
than 10 minutes downtime per year, and that many telecomanksahave an even
higher availability level [10], this is indeed a great clkalje.

To meet the stringent requirements of SS7, several avitjabiechanisms have
been included in the SIGTRAN architecture of which the SC3il¥er mechanism is
one of the more important ones — if not the most important trm@rresponds with the
MTP-L3 changeover procedure, and enables rapid re-roafitrgffic from a failed sig-
naling route within a SIGTRAN network. In particular, the BZfailover mechanism
constitutes part of SCTPs multi-homing support.

Although, the SCTP failover mechanism plays a key role inatveglability support
of the SIGTRAN architecture, very few results are availandts actual performance
in this context. Jungmaier et al. [11] have studied the SGiilever performance in
an M2PA-based network, and showed that it only meets ITUglirements provided
it is configured very aggressively, and provided the netwmath propagation delays
are very short. A similar result was also obtained by Grinoehal. [12] when they
performed measurements on SCTP failover performance in3uAvbased network.

Both the study in [11] and in [12] took place in unloaded natwoi.e., under quite
unrealistic conditions. This paper advances the work i [dr&d partly the work in [11],
by studying the impact of traffic load on the SCTP failoverfpenance in an M3UA-
based SIGTRAN network. The main contribution of the papehé# it demonstrates
that cross traffic, especially bursty cross traffic such as Sgnaling traffic, could in-
deed significantly deteriorate the SCTP failover perforogatfrurthermore, the paper
stresses the importance to keep the router queues in a SISTRAwvork relatively
small. In fact, the paper shows that bursty traffic in comtamawith ill-dimensioned
router queues may well cause the SCTP failover mechanismttoaamply with the
ITU-T requirement on the MTP-L3 changeover procedure [B}tlftermore, the paper
identifies some issues regarding the design of the SCTR/&iilmechanism which in
some cases negatively affect the failover performance.

The remainder of the paper is organized as follows. Sectigines a brief descrip-
tion of the SCTP failover mechanism. Then, in Section 3 feda description of the
design and execution of the experiment that underlies odysiNext, in Section 4, we
elaborate on the results of the experiment. Finally, in iBach, the paper ends with
some concluding remarks and words on future work.

2 Failoversin SCTP

While IP networks have many virtues, high availability aetiability have traditionally
not been seen as two of them. Unlike circuit-switched patisch exhibit changeover
and failover times on the order of milliseconds, measuramsimow that it may take



well over ten seconds before the routers in the Internetreaonsistent view after a
path failure [13] — in other words, too long for delay-sensiSS7 signaling traffic.

In the SIGTRAN architecture, the unsuitability of IP for higwvailability routing
of SS7 signaling messages is addressed through variousdadcy mechanisms at the
transport and adaptation layers. As previously mentionad, of the most important
network redundancy mechanisms in SIGTRAN is the SCTP failovechanism.
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Fig. 1. Failover scenario between two dual-homed signaling emdpoi

An example of how the SCTP failover mechanism works is itltstd in Figure 1.
In this example, we have an SCTP connection, a so-calleciatiem, between two
signaling endpoints: SEP-A and SEP-B. The association deegptwo routing paths:
path #1 and path #2. Since SCTP does not support load-shariagath in an associ-
ation is always designated the primary path and is the pathitoch signaling traffic
is normally sent. The remaining paths, if any, become backwgiternate paths. In our
example, path #1 is the primary path and path #2 an alteriadite p

SCTP continuously monitors reachability on the primary atidrnate paths — on
an active primary path SCTP probes for reachability usiregthnsferred data packets
themselves, and on idle alternate paths specific hearthekets are used. Furthermore,
for each path (actually network destination), SCTP keepsrear counter that counts
the number of consecutively missed acknowledgements toatdteartbeat packets. A
path is considered unreachable when the error counter githeexceeds the value of
the SCTP paramet®at h. Max. Ret r ans. In the remaining discussion, it is assumed
that the SCTP stacks at SEP-A and SEP-B are configuredRaith. Max. Ret r ans
setto 2.

As follows from the time line in Figure 1, a failure occurs dretprimary path at
timet;. At that time, the SCTP retransmission timeout (RTO) vdedbassumed to be



240ms, and it is assumed that there are outstanding traffics, att, < ¢; + 240 ms,
the SCTP retransmission timer, T3-rtx, expires and a tiheoaurs; an SCTP packet
worth of outstanding data is retransmitted on the alterpatie, and the error counter of
the primary path is incremented by one. Furthermore, the Rai@ble is backed off,
or more precisely

RTO < min {m(lT (2 x RTOcypr, RTOmm) 7RTOTI’L(1.71} , (1)

whereRT O.,, denotes the current value of the RTO variable, BAtD,,,;, andRT O 142
are SCTP parameters that limit the range of the RTO varidldee, it is assumed that
RTOpyin is setto 80 ms an®7' 0,4, to 250 ms.

Attimet3, new data is sent out on the primary path, and the T3-rtx tiswastarted
with the value of the updated RTO variable. The flow of evemis dccurred at timefs
andt; are repeated at times andts. When timetg is reached, the error counter of the
primary path becomes 3, i.e., greater tiRan h. Max. Ret r ans, and SCTP considers
the path failed and starts sending new data onto the altepadh. In other words, the
failover concludes.

3 Methodology

To be able to study the impact of traffic load on the SCTP faitgqyerformance, we
considered the network scenario depicted in Figure 2.
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Fig. 2. Studied network scenario.

In this scenario, two M3UA users at signaling endpoints SEfd SEP2 were en-
gaged in a signaling session over a SIGTRAN network with wargegrees of traffic
load. The session took place over a multi-path associatithame primary and one
alternate path. Initially, all signaling traffic in the M3Ugession was routed on the pri-
mary path. However, 30 s into the signaling session a faibermirred on the primary
path. As a result, the signaling traffic was re-routed from phimary to the alternate



path. The network scenario ended when 90s had elapsed frorine of the path
failure.

The network scenario in Figure 2 was modeled using the exygert setup illus-
trated in Figure 3. The M3UA session between SEP1 and SEP#hwdsled as a con-
stant bit rate flow of 200 Kbps. Although it could be argued theonstant bit rate flow
is not a particularly realistic model of actual SS7 traffid]Jla more realistic model
would make it much more difficult to measure the failover tari@articularly, introduc-
ing randomness in the traffic generation at SEP1 would reidificult to establish
the start times of the failovers.

Paih Delay: 25 ms
Red Hat# Bandwidih: 1 Mhps
Queue: 3, 6, 13 KByies

Routerl

FreeBSD 5.0

Path Delay: 25 ms
Bandwidth: 1 Mhps
Quene: 3, 6, 13 KBytes

Fig. 3. Experiment setup.

The cross traffic comprised single SCTP flows between SEP3BRE, and SEP5
and SEP6. Since the SS7 traffic in future dedicated SIGTRAWar&s will presum-
ably be bursty [14, 15], the cross traffic was generated astytlows. Tests were run
for a range of cross traffic flows representing a spectrumaffi¢rioads with different
degrees of burstiness. Specifically, tests were run withsctaffic flows having burst
sizes and inter-burst gaps as listed in Table 1. It shouldbedrthat CT-NONE denotes
no cross traffic at all, and that the CT-HIGH cross traffic castially meant that the
SEP1 source application did not impose any limits on the StEdismission rate.

To be able to study the impact of queueing delay on the SCT&&iperformance,
tests were run with three different router queue sizes: 3&bfapproximately half the
bandwidth-delay product), 6 KBytes (approximately the sas the bandwidth-delay
product), and 13 KBytes (approximately twice the bandwidigfay product). These
queue sizes were selected with the intent to model the raotgigurations found in
both controlled, delay-sensitive, networks, and uncdieanetworks.

The SCTP stacks at SEP1 and SEP2 were configured to meet th€ F&uire-
ments on the MTP-L3 changeover procedure [9], i.e., acogrtli the findings in [11,
12]. More precisely, they were configured as shown in Tabieit?, the remaining pa-



Table 1.Cross Traffic Characteristics.

[Name [Burst Size (KBytes)Inter-Burst Gap (ms)]
CT-NONE 0 0
CT-LOW 4 200
CT-MEDIUM 8 100
CT-HIGH 16 50

Table 2. SCTP configuration.

|Parameter [|Setting|
RTOinit 250 mg
RTOpin, 80 mg
RTOnmax 250 mg
Path.Max.Retrans 2
SACK timer 40 mg

rameters set as recommended in RFC 2960 [2]. The SCTP stablesramaining SEPs
were configured in accordance with RFC 2960.

Tests were run for all combinations of cross traffic and rogtesue sizes, giving
a total of 12 tests. Furthermore, to obtain statisticaldialieach test was repeated 40
times.

4 Results

The SCTP failover performance was evaluated in terms of tetnios: the failover time
experienced by the SEP1 source application, and the maximessage Signal Unit
(MSU) transfer time measured during failover in the M3UAsses between SEP1 and
SEP2. As estimates of the failover times and the max. MSUsteautimes in the tests,
the sample means were used.

Figure 4 summarizes the result of our experiment. In Figuf&) 4it is shown how
the SCTP failover time was affected by increasing traffidlaadifferent router queue
sizes, while Figure 4 (b) shows the same relationship forntag. MSU transfer time.
The error bars depict the 99% confidence intervals, and ties lEonnecting the mean
failover times and max. MSU transfer times are only supptied visualization aid.
Specifically, these lines are only included to help visiweatize trends.

As follows from Figure 4, the deteriorating effect of the sdraffic on the failover
performance increased with increased traffic load and rayteue size. When the
Routerl queue was only 3 KBytes, the cross traffic did notdanslignificantly on the
failover and max. MSU transfer times. However, as the quaeewgas increased, the
effect of the cross traffic became more and more apparens, Migen the Routerl
queue was 13 KBytes, the CT-HIGH cross traffic increasedaievier time with more
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Fig. 4. Impact of traffic load on SCTP failover performance.




than 50% and the max. MSU transfer time with almost 40% as emeatbwith no cross
traffic at all.

The reason to the increased failover and max. MSU transhestivas the queueing
delays that arose at Routerl when the router queue wasltgly, and when the cross
traffic was bursty (i.e., when the short-term bandwidth nesynent of the cross traffic
sometimes exceeded the bandwidth capacity of the primaiy.pfs a matter of fact, in
previous tests with the same test flow, but with constangibé cross traffic, it was found
that the traffic load had no significant impact on the failoperformance provided it
was less than the path capacity.

Another observation worth making concerns the SCTP failtivges with regards
to the requirement of ITU-T on the MTP-L3 changeover proced8]. To comply with
this requirement, the SCTP failover times should be no nftar 800 ms. However, as
follows from Figure 4, this requirement was only fulfilled tinose cases the Routerl
queue was relatively small (3 KBytes or 6 Kbytes). In thedesith a router queue of
13 KBytes or twice the bandwidth-delay product (to our krexge a quite common
configuration [16]), the failover times averaged well ab& ms at medium (CT-
MEDIUM) and high (CT-HIGH) traffic loads.

Interestingly, in all tests, the measured failover timeseaggnificantly larger than
what could be expected given the RTOs. However, the disompaas larger with
larger traffic loads and router queues. Consider, for exantpé test with a 13 KByte
Routerl queue and the CT-HIGH cross traffic. When this testreraan with tracing on
the RTO, the RTO at the time of the path failuf&l'O,, was measured to 240 ms. Only
considering the timeout periods, this gives us a theoldtdaver time of 240 ms +
250 ms + 250 ms = 740 ms (see Section 2). However, the measured failover time was
920 ms, or 180 ms larger than our estimate.

The reason to this discrepancy turned out to be substarmiaysl between the ex-
piration of the T3-rtx timer and its restart during the faio (see Figure 5). When a
timeout occurred, the SCTP congestion window at SEP1 wascestito 1 Maximum
Transmission Unit (MTU). As a result, no packets were semtoouthe primary path,
and the T3-rtx timer was not restarted, until the amount ¢étamding data went below
1 MTU. This meant, as shown in Figure 5, an extra delay (apamt the timeout delay)
of about 80 ms at each timeout event.

Although, an extra delay of 80 ms at each timeout during avail has to be con-
sidered as a quite large delay in this context (SS7 signalevgn larger delays could
be expected in real-world SIGTRAN networks. Specificatlgauld take several trans-
mission rounds before the T3-rtx timer of the primary patheistarted again after a
timeout in cases with large amounts of outstanding dateedtrtine of a path failure.

Finally, as an aside, we would like to mention the signifiga@balty in terms of
failover performance that could be the result of settRifO;,;:, the initial value of
RTO, too low. Specifically, a too low value oRT O;,;: with respect to the round-
trip time of the alternate patrcould result in one extra retransmission, and thus one

3 Note that the first transmission round on the alternate pittiima timeout period only com-
prises a single SCTP packet. Consequently, the SACK timeydalds to the initial round-
trip time in a timeout period on the alternate path, sometliirat is easily overlooked when
RTOinit is configured.
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Fig. 5. Management of the T3-rtx timer during failover.

extra timeout period, before SCTP considers the primari feited. To gain some
appreciation of the extent to which this could in fact impedehe failover performance
in a SIGTRAN network, we re-ran the test with the Routerl quset to 13 KBytes

and with no cross traffic (CT-NONE), but this time wiil'O;,,;; at SEP1 and SEP2
configured to 80 ms instead of 250 ms. The result of this testthat we observed an
increase in failover time with about 180 ms, or 32%, compavéh the original test

(cf. Figure 4 (a)).

5 Conclusions

This paper studies the impact of traffic load on the SCTP Vailgperformance in an
M3UA-based SIGTRAN network. Two performance metrics anesidered: the SCTP
failover time, and the maximum transfer time experiencecabyM3UA user during
failover. The paper shows that cross traffic, especiallgtyurross traffic such as SS7
signaling traffic, could indeed significantly deteriordie SCTP failover performance.
Furthermore, the paper demonstrates how important it i®tdigure the routers in a
SIGTRAN network with relatively small queues. For exampidests with bursty cross
traffic and with router queues twice the bandwidth-delaydprt (to our knowledge a
quite common configuration), failover times were measurkitvon the average were
more than 50% longer than what was measured with no crodi taafall. In fact, in
these situations, our study suggests the SCTP failoveoqeaince may not even meet
the requirement of ITU-T on MTP-L3 changeovers.

Two important observations are also made in the paper whickarn the SCTP
failover behavior. First, it is shown that the delays whidcur in between the expira-
tion of the SCTP retransmission timer (T3-rtx) and its resfarring a failover could



contribute significantly to the failover and max. MSU trardimes. Second, the paper
comments on the extent to which a too low initial retransiaistimeout (RTO) value,
i.e., a too low value on the SCTP paramel®&FO;,;:, could deteriorate the failover
performance.

While cross traffic, T3-rtx restart delays, and low valuesiziO;,,;; could have a

significant negative effect on the SCTP failover perforneitstill remains that a major
factor is the length of the timeout periods. Thus, in our fetwork, we intend to study
ways of shortening these periods without threatening netatability. Specifically, we
intend to study the effect of introducing a more relaxed REOKoff mechanism.
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