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Abstract— size distribution by using Markov analysis. In the analysis, we

Appropriate control parameters are important for the successful de-  allow two kinds of the packet loss models: the probabilistic loss
ploymentof RED (Random Early Detection) routers, especiallywhenmany - mode| and the bursty loss model, which respectively correspond
TCP connections s_hare the bottleneckl_ln_k. In thlsf paper, we fllrst‘des‘crlbea to RED routers and TaiI-Drop (TD) routers. In our approach, the
new simple analysis method for determining the window size distribution of . . . .
many TCP connections sharing a bottleneck router. We consider two kinds Marko_v mOdFj'I 'S_used to eXpla'n t_he eVOlu_t'On_ of the TCP win-
of buffering disciplines: TD (Tail Drop) and RED. We model the window ~ dOW size, which is done by explicitly considering packet queu-
size evolution of TCP connections by using a Markov process whose state ing at the router’s buffer. Steady state probabilities are then cal-
is represented by a set of the current window size and the ssthreth value. culated and used to derive the distribution of TCP window size.
The state transition matrix is then calculated by considering the character- - Qne of our main contributions in this paper is the derivation of

istics of TD and RED routers. We show numerical results demonstrating ; : : ;
the accuracy of our analysis and we discuss the fairness of TD and RED. the TCP window size evolution in the case where paCket loss

We confirm that RED does not help improve the router's throughput even  0CCUT'S in & bursty fashion at RED routers. This allows to ana-
when appropriate control parameters are chosen but that itis stillusefulto  lyze the case in which the RED parameters are inappropriately

provide the fairness among many competing TCP connections. configured to be considered. Such a case cannot be examined
Keywords— TCP (Transmission Control Protocol), Window Size, TD  When using the analytic approaches assuming a constant packet
(Tail Drop), RED (Random Early Detection), Fairness loss probability adopted in, since the existing approaches [5-
7] implicitly assume that RED routers always work effectively.
. INTRODUCTION Another contribution is the analysis of the window size behav-

, ior of TCP connections under conditions in which bursty packet
The future development of the Internet requires a better Upssses occur at TD routers. The traditional TD routers tend to

derstanding_ of the behqvior of TCP (Transmission Control Pr%‘rop the incoming packets in a bursty fashion [8], and our ap-
tocol) [1] widely used in the current Internet, and many reproach allows to evaluate the effect of those routers. It then

search efforts have been devoted to revealing the characterisjgs.omes possible to compare TD and RED routers in a unified
of the TCP connection. For example, equations for calculaj;

ing the throughputof the TCP connection from several parame- O.ur analysis allows us to investigate the routers shared by

ters (packet loss probability, round trip time, maximum windovyany active TCP connections. When the number of active TCP
size, etc.) have been shown in [2, 3]. Those equations, howevnnections is large, as it is in the current backbone routers,
estimate only the long-term throughputof the TCP connectiofhe packet buffer that each TCP connection can utilize becomes
and cannot be used to examine instantaneous behavior. It is £&3a11 and throughput degradation becomes obvious [9]. Our
ported in [4] that the average size of Web documents at sevei,|ysis can treat such a case and determine the packet buffer
Web servers is about 10 [KBytes], and the instantaneous T(l7e “syfficient for, say, thousands of active TCP connections.
throughputis important to the estimation of the transfer time gfrthermore, we use the analysis results to evaluate the fair-
such small documents. More important, the equations estim@lsss of the TD and RED routers and that the fluctuation of the
ing throughput are based on the long—term averages of packghjow size is much smaller for RED routers. We provide nu-
loss probabilities and RTT (Round Trip Time) values, whichnerical examples showing that RED routers can only provide
implies that the interaction among active TCP connections gg high throughputas TD routers can even when the configura-
the router cannot be investigated. tion parameters of RED are determined appropriately [10, 11]
An approach for examining the instantaneous throughput g{t that they can greatly improve the fairness among many TCP
the TCP connection can be found in [5-7], where the distribyspnnections. Our analysis can be used to determine, for a given
tion of the congestion window size of the TCP connection igffer size and given number of active TCP connections, the
obtained. Then the TCP window size is directly related to thﬁppropriate control parameter set for the RED routers.
short-term throughput of the TCP connection. This approachThe rest of this paper is organized as follows. We briefly ex-
is based on a stochastic modeling of the TCP window size bgrin T and RED disciplines in Section II. The analysis model
havior. Those works, however, assume the probabilistic packgty|so introduced. Then we show the analysis of the window
loss model, in which each packet sent from the TCP senderdge gistribution in Section I1l. In Section IV, we show some nu-
dropped with a constant probabiliy In a sense, it can be con- perical examples to validate the analysis, and discuss the fair-

sidered that RED (Random Early Detection) [8] is used at thgess property of the TD/RED routers. Finally, we conclude this
bottleneck router. When this is assumed, however, it is impos$japer and show some future work in Section V.

ble to examine the effects of misconfigured control parameters
of the RED routers because the packets tend to be lost in bursts II. M ODEL DESCRIPTION
by such misconfigured RED.

Because we wanted to investigate the effect of the Refy TP and RED Routers
routers when many TCP connections share the bottleneck link,Historically, Internet routers have used a TD (Tail Drop)
we developed a simple method for evaluating the TCP windodiscipline as a buffer management mechanism: the TD router



serves incoming packets in order of their arrival and simply dis-

cards newly arriving packets when the buffer is full. The prob- ag

lem with this mechanism is that routers tend to discard packets -

in bursts [12], which results in packets from the same connec- Eg"

tion being likely to be discarded. As a result, the fast retransmit %)’

algorithm does not help avoid timeout expirations, and this leads £D/RED Router v
to the global synchronization problem [13]. Furthermore, since I"W I packetsisec] \?;fé./
the duration of bursty packet losses depends on many factors i Blpactee] Recetver Host
(network configurations, the number of active connections, and Eg'

so on), itis difficult to determine the packet loss rate of the TD g

router. As will be shown in Section Ill, however, we can ana- L1 4

lyze TD router if we make some reasonable assumptions about \Q;}f * ] >

the network. N Sender Hosts

The RED (Random Early Detection) algorithm [8] is de-
signed to cooperate with the congestion control mechanism of
the TCP. It detects the beginning of congestion by monitor-
ing the average queue size at the router (the average number
of packets in the router buffer) and notifies TCP senders that Notationsand Settings
congestion has occurred by intentionally dropping packets at a

; - ! We assume that a TCP connection changes its state at every
certain probability. The RED algorithm sets the packet drogx1 (Round Trip Time) and we call the interval between state

ping probability as a function of the average queue size. Byhanges aound. To describe the Markov process, we define
keeping the average queue size low, burst packet dropping GgR state of the TCP connectioby the window size; [pack-

_ _ _ : : 'M8] and a ssthreth valug[packets] of the current round. That
continuously. That is, the algorithm has no bias against bursly (. +.) represents the state of the current round of connec-
traffic. More specifically, it uses a low—pass filter with an exgjon ;. By assuming that the maximum window size of the TCP
ponentially weighted moving average when calculating the ayynnection ISV, [packets],w, is ranged from 1 taV,,q..,

erage queue sizevg, which is maintained and compared with5nq - s from 1 t0Wnas/2, SINCEL; is reset to half ofv; when

two thresholds: a minimum thresholdh{n,,) and a maximum 406t |oss is detected [1]. Then, the number of the states of
threshold {uaz,,). The packet dropping probability is deter-i.c Markov process becomek2 /2.

mined in different ways according to the queue size: We defineP.,, 1, ¢ as the state transition probability that

Fig. 1. Network model.

I1l. FAIRNESSANALYSIS AND EVALUATION

o If avg < minyy, all arriving packets are accepted. the state of the connectianchanges from(w;, t;) to (w;, ).
o If ming, < avg < mazyy,, arriving packets are dropped with The goal of the analysis in this section is to derive the state tran-
probabilityp..avg), which is defined as follows: sition matrix OF Play, ) (! 27) with consideration of the conges-
tion control algorithm of TCP and the characteristics of TD and
avg — maz, RED routers. The TCP connection changes its state by increas-
Pedl@vg) = ———————max, (1) ing the window size when no packet loss occurs, or by decreas-

MATth — MNtH ing the window size when packet loss is detected [1]. That is,

we must consider the following cases about the state transitions
o If max,y, < avg, all arriving packets are dropped. from (w;, t;).

The RED router helps prevent TCP’s retransmission timeout%‘ When no packet loss occurs:

and most lost packets are thus retransmitted by the fast retragl'a During a slow start phase, the window size is increased

mit algorithm. It also helps avoid the phase effect [12] causin ?dbtkgu?itr?;efcg?@ggﬁgﬁ,@;?,}é(i315)&; té)ﬁ)ﬁ;se the window size is
all connections to exhibit the similar window changes. ~increased and the state is changeftax(w; + 1, Wiz ), £1).
In recent works [10, 11], however, the authors have pointegl When packet loss occurs:

out that it is difficult to choose the control parameters of RED2 3 If the packet loss is detected by timeout, the state is
(mawy,, ming,, mazx,) to work well, and even when those arechanged tq1, |w;/2)).

appropriately configured, the RED routers cannot provide goog p [f the packet loss is detected by fast retransmit, the state is
performance compared with the TD routers. As opposed ¥hanged td |w, /2], |w; /2)).

these results, we present a new observation in this paper thatffo derive the state transition matrix, we have to obtain the
RED is still useful, especially from a viewpoint of the fairessrobability that each case in the above takes place. The packet
among many TCP connections. loss probability in each state is affected by the number of con-
nections and the queue size. For a meanwhile, we assume that
the packet loss probability of the stdte;, ¢;), which is denoted

by p(w;, t;), is known.p(w;, t;) in the TD and RED disciplines

Fig. 1 depicts a network model used in the following analysi':%Ire derived in _the following subsections in twrn.

d . lati It consists of sender hosts. a receiver host aThe probab!hty that no paqket loss occurs in the current state
and simufation. 1l ! . ' v (;,1;) is obtained by collecting the probabilities that pack-
router, and links interconnecting the hosts and the roulér. ets of connections are not lost. It is qi b

) . given by
sender hosts share a bottleneck link iofpackets/sec], and
sends data packets to the receiver host by TCP Reno. The prop- Prooss = (1 = plw;, ;)™ )
agation delay between the sender hosts and the receiver host is
7 [msec]. The intermediate router has a buffer of the TD oBince the window size is simply increased when the no packet
RED discipline. The buffer size is represented®ypackets]. loss occurs, the cases 1.a and 1.b takes place with the following

B. Network Model



probabilities: B.1 How many packets are lost as a result of buffer overflow?

P _ ifw; <t (3) Here we denote byV" the total window size ofV TCP con-
(wi,t0) (max (2wi, t4),t:) Proioss 1 Wi < T nections. A buffer overflows whehl” exceeds the sum the
Pl t) (max(wi+1,Wimao)ts) = Prooss If wi =t (4)  puffer size B and the bandwidth-delay product of the bottle-
neck link. That is, when the buffer is fully occupidd’, reaches
When packet loss occurs, on the other hand, we must Cofjs, — 27 4 B. Suppose that all of the TCP connections are in
sider Whether the lost paCket is retransmitted by tlmeout or faﬁfe Congestion avoidance pha%,is increased bW [packets]
retransmit. We as denofg., +,),j,o as the probability thaj  jy every RTT, since each TCP connection increases its window
packets are lost in statev;, ¢;), and the timeout takes place tosize by one packet [1]. Therefore, when the total window size
retransmit the lost packets. When oneugfpackets is lost and reachedV;, it will be increased tol{/; + N) [packets] in the
the window size is too small (i.e., smaller than three), the packeéxt round. That isV [packets] are discarded at the TD router
Io_ss isbdetected by timeout [14]. Thatjig,,, +,),.j,.o for j = 1is  buffer when buffer overflow occurs.
iven
? Y B.2 How frequently do buffer overflows occur?

D(wi ti),1,70 = When buffer overflow occurs, some 6f connections expe-
w; wil rience packet losses and decrease their window sizes. As shown
1) plwist) (1= plwi 1)), ifw; <3 in Subsection lI-A, the TCP connection with window size
0, if w; >3 decreases its window sizetq /2’ when; packets belonging to

the same connection are lost by the fast retransmit algorithm [1].

When more than one packets are lost — specifically, wheffhen no packetloss occurs, on the other hand, the window size
{Jof_wi packets are lost — the first lost packet is retransmitteficreases by one. Assume that the mean window size of each
y timeout or fast retransmit with probabilities pf,, ()10 connection isw = W;/N when the buffer is fully occupied.
Of 1 — P(uw, t:),1,700 FESPeEctively. When timeout occurs, all of Then, the mean window size of each connection after the buffer
lost packets are retransmitted and the window size becom@éerflow occurs, denoted hy’, is given by
one. When fast retransmit occurs, however, the window size is

halved. If the halved window size is larger than three, the next T _ o
lost packet is again detected by the fast retransmit algorithm, W = Z w P(1—ps)" | =)
and the window size is further halved. Otherwise, the timeout ! ‘ 27

occurs. That is, all of thg packet losses can be detected by the =1

fast retransmits if the window size is large enough to be kept +(1—pp)“(@+1) (6)
larger than three when it is halvgdimes. We therefore have

wherep; = N/Wy, which is the packet loss probability when

P(wi,t;),5,70 = the buffer overflow occurs. Note that the above equation in-
( w; ) (ws, )7 (1 — pluws, £2))%—3,  if wi /29 < 3 cludes the case where the TCP connection experiences the time-
g )Pt PR i YT = out, but in that case|;w| is zero. Then, the mean of the
0, it w: /27 >3 total window size just after the buffer overflow/’, becomes

N -w’. Since the total window size is increased Nypackets
per RTT, the probability that the buffer overflows occur in the
current round (denoted by,.«.,) Can be calculated as follows:

From the above two equations, we can defyg, )1, the
probability that the timeout occurs in stdte;, ¢;), as:

w;

1
p(wi’tl)’To = Z p(w'ivti)vvaO Doverfiow — NV R ey
k=[logy (w;/4)]+1 N(W — N -uw)

()

ion?
Then, we can obtain the probabilities that cases of 2.a and ?.bS How many packets are lost from each TCP connection?

take place: We have shown in Subsection IlI-B.1 that the total number of
lost packets in the event of buffer overflow is given By We
Pl t:)(1,[wi/2]) = P(wi ti),0 assume that the number of lost packets belonging to each con-

nection is proportional to the size of that connection’s window.

Plas i) (L2, Lwi /20)) Thenl;, the number of lost packets of connectigiis given by

N ( ?i )p(wivti)j(l = p(w;, ;)" 7,

1 <j < [logy(wi/4)] (5)
B.4 Derivation ofp(w;, t;)

We have now to determine, for the TD and RED disciplines, . . . .
the value ofp(w,, t;) at the bottleneck router. forups(lgg tE?S (7)and (8), we can obtain the following equation

w;
= . N
L= (8)

B. Analysisfor TD router

l:
In the TD router, packet loss occurs in bursts when the router p(wi, ;) = min (prerw w—l) )
buffer is fully occupied. To calculate(w;, t;) we need to take !
into account the following factors: C. Analysisfor RED router case
« the total number of lost packets as a result of buffer overflow

In RED, the packet loss probability is determined from the
« the frequency of buffer overflow _ average queue size and control parameters by Eq. (1). But be-
« the number of lost packets from each TCP connection  cause our analysis is based on the Markov process model, we



use instead of Eq. (12 the following function for the packet dis- TABLE |

carding probability of RED. That Is, we use the instantaneous EFFECT OFmax;;, ON THE THROUGHPUT AND FAIRNESS
queue Iengthq? instead of the average queue lengity().
This makes little difference with regard to the packet discard-

ing probability of RED becausgalways fluctuates aroundg. | Router Discipline | Throughput| Fairness|
, TD 1.38 [Mbps]| 0.80
Prea(d) = _ RED (naz., = 8,000) | 1.41[Mbps]| 0.94
O o maze, ifq < ming, RED (max,, = 5,000) | 1.41 [Mbps]| 0.95
e g™, if ming, < g < mazg, RED (maxy, = 3,000) | 1.42 [Mbps]| 0.81

g-mazp+(g—mazyp)
b

. if g > maxyy,

B for TD and themax;, for RED are both set to 8,000 [packets]

The third form of this equation corresponds to the case whe(gig. 2(a)), to 5,000 [packets] (Fig. 2(b)), and to 3,000 [packets]
the queue length equals or exceedsr;;, and all of incoming (Fig. 2(c)). These results show that the analysis gives a good
packets are dropped. Note that the previous work [5-7] did nektimate of the window size distribution regardless of the buffer
consider this condition. Although the above equation is an agize. Even for a buffer size of 3,000 [packets], which is too
proximation for the behavior of the RED router, in Section IV itsmall for 1,000 TCP connections in the TD router (only three
will be shown to a good estimate of the packet discarding prolfer each connection) and many buffer overflows take place at
ability of RED. the router buffer[9], the analysis results are very close to the

To calculatep(w;, t;) for the RED router, we first derive the simulation results and our analysis well follows the behavior of
average packet loss probability of the RED router by using BD router.
steady—state analysis. Note that the appropriateness of usingfurthermore, comparing the results of TD and RED routers in
the average queue length of a RED router to derive the windawg. 2, we can make the following observations about their fair-
size distribution of a TCP connection has been already validatedss. When the TD’s buffer size is equal to the RERsz,},,
in [5]. Here we usd¥V* and ¢* to respectively represent the the window size varies more widely for TCP connections at
steady-state values of the total window size\offCP connec- the TD router. This can be understood more clearly by look-

tions and the queue size. i.e., ing at Fig. 3, which shows the analysis results of 99.99% and
. . 99.9999% values of the window size distribution. We can see
W* = 27p+q (10)  that TCP connections at the TD router tend to have much larger

The mean window size of each connection becomiés — window sizes than those at the RED router. That is, the RED
; . . ; : " router results in a smaller dispersion of the window sizes, which
W*/N. Since RED discards the incoming packets with probqfn lies that the RED router improves fairness among many TCP
bility p...(¢*), the following equation should —from Eq. (6) andaognections P 9 y
icnotnhsédset::at:ji/n;gtg]-"ar to those that in Subsection I1I-B.2 - hol When themaz,, of the RED router is set too small, however,
' the fairness of the RED router is degraded. This can be seen in

W* = Fig. 2(c), where the probability of a very small window size
— (< 5) is much higher than in Figs. 2(a) and 2(b). Whenx,,
o w* o g L — is too small, RED's probabilistic packet dropping does not work
N Z ( j )p:ed(q )’ (1= plld”) ‘75“’ well, and the incoming packets are discarded in bursts. This
j=1

situation corresponds to the third form of Eq. (10): when the

gueue length exceedsax;;, all incoming packets are dropped.
The total throughput of the bottleneck link and the fairness

values through simulation experiments are shown in Table I. We

use afairness index defined in [16] to evaluate fairness. When

that the throughput of the TCP connectiois denotedr; and

the number of TCP connections is denotedhe fairness index

+(1 = plala™)"™ @ +1) (12)

We obtaing* and W* by solving Eqgs. (10) and (11). If the
window sizes of the other connections except connectiane
equal tolV* /N, the current queue size)(is given by

N_1 f is defined as follows:
g=——W*"4w; —27p
N n Y
f _ (Zi:l T = 7’) (13)
wherew; is the current window size of connectian Then ny -, x?
p(w;, t;) is given by
Note that the value of ranges from 0 to 1, and a larger value

p(wis i) = plfq) (12)  shows a better fairness.
IV. NUMERICAL RESULTS ANDDISCUSSIONS Table | clearly shows that while the throughput of RED re-
' mains almost same as that of TD regardless ofithe;, value,

In this subsection, we examine the accuracy of our analydRED can provide better fairness than TDritix,, is set appro-
approach by comparing its results with the results of simulasriately. However, it does not help improve the fairness when
tion experiments, and we discuss the fairness of TD and REDtoo small value ofnaz,;, is used. Thereforepax,; for the
routers. The simulation results were obtained by using ns-2 sirRED router should be large enough for the number of connec-
ulator [15]. tions accommodated at the router. In [10, 11], the authors have

We set as network parameters= 187.5 [packets/sec]£ concluded that there is little reason to deploy RED to Internet
1.5 [Mbps]), 7 = 2[msec] andV = 1,000 (refer to Fig. 1). The routers since RED routers cannot provide not so much through-
analysis and simulation results for TD and RED router cases gpat improvement of the bottleneck router and that it is some-
shown in Fig. 2, where probability density is plotted as a fundimes lower than that of TD routers. We make the opposite
tion of the window size of the TCP connection. The buffer sizeonclusion. RED is still valuable to apply to the router since
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of Japan, and by the “Research on High-performance WWW
server for the Next-Generation Internet” program of from the
Telecommunications Advancement Foundation.

(1]
(2]

(3]

(4]

it can improve the fairness among connections under the condi-

tion thatmaxy, is appropriately chosen.

V. CONCLUSION

This paper has described a new analysis method using tlsg

(5]

Markov process model to determine the window size distribu-
tion of many TCP connections sharing the bottleneck routgg]

We considered the RED router and the TD router, which dr

incoming packets probabilistically and in bursts, respectively.
Through numerical examples, we have shown that our anali
sis can give good estimates of the window size distributions

at TD and RED routers. We have also discussed the fairn

among many TCP connections.

In the past literature on stochastic/Markov modeling of TCH1!

i

of TD and RED routers by using the analysis results and ha
concluded that RED is very effective in improving the fairnesg.oj

behavior, as well as in this paper, the homogeneous network

model, where all TCP connections have the same propagatipp
delays, has been used. The fundamental characteristics of the
TCP has been revealed through these studies, but in the future

we will extend the analysis in this paper and treat the networ[ﬂ(3] Lixia Zhang and David D. Clark, “Oscillating behavior of network traffic:

model in which each TCP connection has a different propaga-

tion delay and bandwidth. This will make clear the effect of thg14]

propagation delay on the window size distribution of each TCP

connection. We also plan to use the analysis in this paper

estimate the throughput of TCP connections.
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