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Abstract In this paper, we investigate the problem of truth approximation via belief
merging, i.e., we ask whether, and under what conditions, a group of inquirers merging
together their beliefs makes progress toward the truth about the underlying domain.
We answer this question by proving some formal results on how belief merging oper-
ators perform with respect to the task of truth approximation, construed as increasing
verisimilitude or truthlikeness. Our results shed new light on the issue of how ratio-
nal (dis)agreement affects the inquirers’ quest for truth. In particular, they vindicate
the intuition that scientific inquiry, and rational discussion in general, benefits from
some heterogeneity in opinion and interaction among different viewpoints. The links
between our approach and related analyses of truth tracking, judgment aggregation,
and opinion dynamics, are also highlighted.

Keywords Verisimilitude - Truthlikeness - Truth approximation - Belief merging -
Peer disagreement - Theory change - Marketplace of ideas

1 Introduction

When, and to what degree, may rational disagreement and discussion among inquirers
help them in approaching the truth about the target domain? In his classical essay
On liberty, John Stuart Mill defends freedom of expression by emphasizing the truth-
conducive character of discussion and interaction among different opinions or theories
(Mill 1859, pp. 41 and 95, italics added):
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[...TThe only way in which a human being can make some approach to know-
ing the whole of a subject, is by hearing what can be said about it by per-
sons of every variety of opinion, and studying all modes in which it can be
looked at by every character of mind. [...S]ince the general or prevailing opin-
ion on any subject is rarely or never the whole truth, it is only by the collision
of adverse opinions that the remainder of the truth has any chance of being
supplied.

Already in his Principles of political economy (Mill 1848, 111.17.5, p. 594), describing
the “intellectual and moral advantages of commerce”—whose importance, according
to him, is even greater than the economical ones—Mill defends diversity of opinion
as a fundamental force driving cognitive and moral progress:

It is hardly possible to overrate the value, in the present low state of human
improvement, of placing human beings in contact with persons dissimilar to
themselves, and with modes of thought and action unlike those with which they
are familiar. [...] Such communication has always been, and is peculiarly in the
present age, one of the primary sources of progress.

Such Millian insights are arguably the main modern source of the metaphor depicting
scientific inquiry, and rational discussion in general, as a “marketplace of ideas”—
a metaphor widely discussed also in the philosophy and the sociology of science
(Zamora Bonilla 2012).

In this paper, we focus on Mill’s idea that “variety of opinion” favors truth approx-
imation since a community of inquirers benefits from (the outcome of) rational dis-
agreement and discussion. When does a group of rational agents, having different and
maybe incompatible opinions or theories, make progress toward the truth by merging
together their individual theories into an unique, “collective” theory representing the
opinion of their (scientific) community?

This question raises two different but related problems. The first is how a group of
“recognized epistemic peers”’—i.e., of agents who trust each other and judge each other
as reliable as themselves on the relevant matter—should combine their beliefs in order
to obtain a theory which is consistent and represents their individual opinions in the
most faithful way. The second problem is how to assess whether the “new”, collective
theory is closer to the truth, conceived as the main aim of inquiry, than each of the “old”,
individual theories. This latter problem has been thoroughly discussed by philosophers
of science interested in the analysis of truth approximation as increasing verisimilitude
or truthlikeness (Oddie 2008; Niiniluoto 1987; Kuipers 2000). The former problem
has attracted much attention both in the fields of logic and artificial intelligence (Al),
and in (formal) social epistemology and philosophy of science. Recent approaches
include at least formal theories of “belief merging” (Konieczny and Pino Pérez 2011)
in Al, analyses of “judgment aggregation” (List 2012; Zamora Bonilla 2007; Pigozzi
2006) in economics and formal epistemology, simulation-based accounts of “debate
dynamics” (Betz 2013) and of “opinion dynamics” (Riegler and Douven 2009) in
philosophy of science, and epistemological accounts of “peer disagreement” (Frances
2010). However, not much work has been done, so far, on the connection between the
two problems just described.
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In the following, we investigate the problem of truth approximation via belief merg-
ing, in the attempt of reconstructing the missing link between these two notions and
vindicating Mill’s intuitions about cognitive progress through rational disagreement.
In Sect. 2, we introduce the essential elements of the theory of belief merging, that aims
at specifying how different inquirers should resolve the disagreement among them.
The basic idea is that the agents will merge together their beliefs by agreeing on a
collectively accepted theory which is as “close” or “similar” as possible to each of the
original individual theories. In Sect. 3, we briefly present the post-Popperian theories
of verisimilitude, specifying what does it mean, for a given theory, to be closer to the
whole truth about the target domain than another theory. The resulting notion of truth
approximation allows us to formally investigate the question whether belief merging
promotes cognitive progress about the domain. We offer a negative answer to this
question, proving that, in general, belief merging does not track truth approximation.
In order to obtain more positive results, in Sect. 4 we focus on the so-called “basic
feature” approach to verisimilitude (Cevolani et al. 2011, 2013), which allows for a
simple definition of both the verisimilitude and the merging of “conjunctive” theories,
construed as conjunctions of basic statements (atomic and logically independent sen-
tences, and their negations) about the world. Within such approach, straightforward
definitions of agreement and (weak and strong) disagreement can be given, and the
conditions under which belief merging tracks truth approximation can be rigorously
analyzed (Sect. 5). We conclude, in Sect. 6, by hinting at some natural extensions and
generalizations of our analysis, and discussing its links with other related accounts in
the literature.

2 Belief change, belief merging, and peer disagreement

The problem of consistently aggregating, combining or merging pieces of information
coming from different sources arises in many areas. Suppose that a policy maker has
to take an important and urgent decision, and asks for advice a panel of (scientific)
experts. Apparently, all experts are equally reliable and well-informed but still they
disagree about some crucial aspects of the problem under discussion. How should the
policy maker combine the experts’ contradictory opinions into one consistent piece
of information, on which the decision can be based? Problems of this kind motivated,
already from the early Sixties, the development of a number of methods for aggre-
gating the opinions of different individuals; one of the oldest and most widely used,
especially in forecasting in the social sciences and in futures studies, is the so-called
Delphi method, which is based on the iterative comparison and revision of individual
opinions until a consensus emerges (Linstone and Turoff 1975). More recently, similar
problems have arisen in many applications in Al, for instance the design of expert and
multi-agent systems, when different sets of data have to be aggregated into an unique,
consistent database.

The theory of belief merging is a logic-based account of how two or more rational
agents should combine their beliefs or theories without giving priority to any of them
and in such a way that the resulting theory is consistent. In this account, belief merging
is construed as a special kind of belief change in the tradition of the AGM theory
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of belief revision—so called after Alchourrdn et al. (1985)—which is the dominant
account of belief change in Al and formal epistemology. The AGM theory studies
how the beliefs of an ideally rational agent should change in response to certain inputs
coming from some information source. The source is assumed to be reliable, in the
sense that, if an input contradicts the agent’s beliefs, the agent will always give up some
of them in order to consistently incorporate the input in his belief state. In other words,
“new” information has always priority over the “old” one; for this reason, AGM belief
change is known as “prioritized” belief change (Hansson 2011, sections 6.3-6.6).
Belief merging can be seen as the case of belief change where each source is equally
reliable, and hence no piece of information has priority over any other (Konieczny and
Pino Pérez 2011, pp. 239-240).

Both belief revision and belief merging follow a basic methodological principle,
according to which the agent should always perform a “minimal change” of his beliefs.
In the case of belief revision, this means that, after the change has occurred, his new
theory should be as close as possible to the old one. In belief merging, minimal change
amounts to requiring that the collective theory should be as close as possible to each
of the individual ones. This intuitive idea can be made precise as follows.

Let us consider k different agents or rational inquirers (with k£ > 2) and suppose that
the domain under inquiry (“the world”) is described by a finite propositional language
%,, with n logically independent atomic sentences ay, . .., a,. The beliefs or theory
of each agent at any given time will be represented by the strongest proposition about
the world accepted by the agent at that time. A “basic sentence” or “literal” of .}, is
an atomic sentence or its negation (hence there are 2n basic sentences). Constituents
c1, ..., ¢q are the maximally informative conjunctions of %, i.e., each constituent is
a conjunction of n basic sentences, one for each atomic sentence. There are g = 2"
constituents, which, intuitively, describe the possible worlds expressible in .Z,. It is
well known that each non-contradictory statement 7" in £, can be expressed, in normal
form, as the disjunction of the constituents entailing it, or, equivalently, as the set of pos-
sible worlds in which the statement is true. This set of constituents is called the “range”
of T, and will be denoted by Zr; it represents the class of “possibilities” compatible
with the agent’s theory 7. Finally, we shall assume that an adequate distance mea-
sure A is defined on the class of constituents. In most applications, the natural choice
is to take A as the Hamming (also known as Dalal) distance between constituents:
i.e., A(ci, ¢j) is the number of basic sentences on which ¢; and c¢; differ. The mini-
mum distance A, (T, c¢;) between theory T and constituent ¢; can then be defined as
mincj ey A(cj, ¢;); note that Ay, (T, ¢;) = 0 if and only if ¢; is in the range of T'.

When an agent with theory T receives an input A, represented by a sentence of
%, T has to be revised by A in the most conservative way possible. This amounts to
define the revision of T by A as the theory identified by the constituents (in the range)
of A which are the closest to 7. Formally:

TxA 4 \/{Ci € Ra : Apin(T, ¢;) is minimal} (1)

i.e., such that A, (T, ¢;) < Apin(T, c;) forall ¢c; € %4 (Niiniluoto 2011, p. 171).
Note that, if 7 and A are logically compatible, then their ranges have a non-empty

@ Springer



Synthese (2014) 191:2383-2401 2387

intersection, which obviously contains the closest constituents of A to T'; thus, in this
case T x A is simply the conjunction of 7" with A, and is called the expansion of T by
A.

In the case of belief merging, we need to combine & theories 71, . . . , Ty representing
the beliefs of the corresponding agents. Since two different agents may share exactly
the same beliefs, it is useful to introduce the notion of a “profile”, that is the so called
multiset (or bag) E = [Ty, ..., Ti] containing these theories.! The theory resulting
from merging all theories in E will be denoted by E°; if k = 2, we use infix notation
and write 77 o 7. Since E° must represent as faithfully as possible the beliefs of each
agent, E° must be as close as possible to each T;. Let us define the distance between
aprofile E and a constituent ¢; as the sum of the minimum distances of all 7; from c¢;:

d|
AE LS Auin(Tji i) 2)
TjGE

Then, E° can be defined as the theory such that the constituents in its range minimize
the distance from E:

E°L\/{c; : A(E. ¢;) is minimal) 3)

i.e.,suchthat A(E, ¢;) < A(E, c;) for all ¢;. The merging operator defined above, as
based on the “sum” distance defined in (2), is a so-called “majority” merging operator,
as opposed to so-called “arbitration” operators. The underlying idea is that majority
merging tries to satisfy a maximum of agents, or to minimize “global” dissatisfaction,
while arbitration merging tries to satisfy each agent to the best possible degree, or
to minimize “individual” dissatisfaction (Konieczny and Pino Pérez 2002, p. 774).
Definitions (2)—(3) give a majority operator since what is minimized is the sum of
the distances of all the theories in the profile, considered as a whole, instead of the
distance of each theory separately. Definitions of the distance between a profile and
a constituent different from (2) provide alternative kinds of merging operators, with
different formal features (for a survey, see Konieczny and Pino Pérez 2011, 2002).2
A couple of examples concerning only two theories 71 and 75 may illuminate the
definition in (3). First, if the beliefs 77 and 7, of two agents are compatible, then 77075
is just the conjunction of their beliefs. Second, even if 77 is the negation of T, still the
two agents may find an agreement on how to merge together their beliefs. For instance,
suppose that p and ¢ are basic sentences of .Z,. If T} is p A ¢ and T is its negation
—pV—gq,onecancheck that T) o T» is p Vv ¢q. In this sense, belief merging can “resolve”
even cases of serious disagreement. However, if 77 is p Aq and 7> is its reversal—i.e.,
the conjunction —p A —g of the negations the basic sentences in 77—then the result
of merging these theories is just the disjunction of all constituents, i.e., the tautology.

! In a multiset, each element can appear more than once: thus, while the two sets {T1, T», T»} and {T, T>}
are the same, the two multisets [Ty, T>, T»] and [T}, T ] are different. In both cases the order of elements
is irrelevant.

2 The discussion of arbitration merging, and of other kinds of operators, in connection with truth approxi-
mation deserves further research, but has to be left for another occasion.
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In other words, if two agents differ on the evaluation of every single basic sentence
they believe, they cannot agree on any factual matter (see the “Appendix” for relevant
definitions and proofs).

Asnoted by an anonymous referee, the examples above highlight a relevant assump-
tion of the present model, i.e., the outspoken willingness of all agents involved to merge
their beliefs in a way or another. This obviously appears as an unrealistic feature of
the model, if this is meant to apply to concrete cases of discussion among real agents,
since it implies that no agent will never refuse to change his mind. In any case, such an
assumption is shared with several other accounts of belief merging, like the so-called
Hegselmann—Krause model of opinion dynamics (cf. Riegler and Douven 2009, and
Section 6 below). Thus, it seems that all such models are best seen as accounts of how
to combine pieces of information together (regardless of their sources and motivations)
rather than as realistic models of rational discussion (but see Betz 2013).

3 Truth approximation via belief change

Intuitively, theory T is verisimilar (or truthlike) if it is close or similar to the whole truth
about a given target domain. Thus, 7" may be false but still a good approximation to the
truth, and even a better approximation than another (true or false) theory. This notion
was originally introduced by Karl Popper in order to defend the idea that progress can
be explained in terms of the increasing verisimilitude of scientific theories (Popper
1963, Ch. 10). According to Popper, such theory-changes as that from Newton’s to
Einstein’s theory are progressive because, although the new theory is, strictly speaking,
presumably false, we have good reasons to believe that it is closer to the truth than the
superseded one: increasing verisimilitude is the key ingredient for progress.

More formally, if .Z, is used to describe the underlying domain, then “the (whole)
truth” is represented by the only true constituent ¢, of %, which is the most informative
true description of the actual world within .%,. (We shall assume, without loss of
generality, that ¢, = aj; A --- A ap—i.e., the conjunction of the unnegated basic
sentences of .£},—is the whole truth about the world.) The (degree of) verisimilitude
Vs(T) of theory T can then be defined as the closeness of T to c,. The underlying idea
is that increasing verisimilitude is a game of finding interesting truths and excluding
serious falsehoods (cf. Niiniluoto 1987, p. 242): i.e., T is (highly) verisimilar if Zr
contains possibilities which are close to ¢, and excludes possibilities far from c,
(cf. Fig. 1). Given an adequate (normalized) measure A(7, c,) of the distance of T
from the truth, Vs(T) can then be defined as as 1 — A(T, ¢,).* Most measures of

3 After Miller (1974) and Tichy (1974) independently proved that, on the basis of Popper’s own definition
of verisimilitude, a false theory can never be closer to the truth than another (true or false) theory, such
authors as Niiniluoto (1987, 1999b), Kuipers (1987, 2000), Oddie (1986), Festa (1987, 2007) and Schurz
and Weingartner (1987, 2010) developed a number of post-Popperian theories of verisimilitude that suc-
ceed in avoiding the problems encountered by Popper’s definition. A survey of the history of theories of
verisimilitude is provided by Niiniluoto (1998); see also Oddie (2008, 2013) for a comparison and an assess-
ment of different accounts, and Cevolani and Tambolo (2013) for an introduction to the verisimilitudinarian
approach to scientific progress.

4 Two examples of such distance measures are the “average” measure proposed by Oddie (1986)—who
defines A(T, c,) as the average distance of the constituents in Z7 from c,—and the “min-sum” measure
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Fig. 1 Verisimilitude as approximation to the truth. The rectangle represents the set of all constituents
(possible worlds); the dashed concentric “spheres” represent the constituents’ distances from the true one,
cx. The gray areas represent the ranges of three false theories 77, 7> and 73; intuitively, 77 is the most
verisimilar theory, including possibilities close to the truth and excluding possibilities far from the truth

verisimilitude (with the notable exception of Oddie’s favored measure) satisfy the
Popperian requirement that verisimilitude co-varies with logical strength among true
theories (cf. Niiniluoto 1987, pp. 186—187, 233-236):

If T; and T are true and T entails 7, then Vs(Ty) > Vs(T3) (@)

In other words, among true theories, the stronger the better. This condition does not
hold, of course, among false theories, since logically stronger falsities may well lead
us farther from the truth: if 77 and 7, are both false, the more verisimilar theory will
be the one making less or less serious errors.

Under what conditions does belief change track truth approximation, in the sense
that it leads our theories closer to the truth? This problem was first raised by Niiniluoto
(1999a) with respect to AGM belief revision, and has been recently discussed by a
number of scholars. The preliminary answer is mainly negative, since apparently no
general conditions guarantee that the revision of T even by frue inputs A leads to
a theory T % A which is more verisimilar than 7.5 In particular, Niiniluoto (1999a)
proved that the only “safe case” of truth approximation through belief revision is when
a true theory is revised by a true input:

If both T and A are true, then Vs(T x A) > Vs(T) %)

Note that, since both T and A are true, they are compatible, and hence T * A is just
T A A, which is true and stronger than 7'. Thus, result (5) holds for all verisimilitude
measures which satisfy the Popperian requirement (4) according to which, among
truths, verisimilitude increases with logical strength. Unfortunately, expanding true

Footnote continued 4

proposed by Niiniluoto (1987)—defined as a weighted sum of the minimum distance of 7" and of the
normalized sum of all distances of the constituents in Z7 from cy.

SA survey of the main results obtained so far can be found in the introductory essay by Kuipers and Schurz
(2011) to aspecial issue of Erkenntnis entirely devoted to the topic of Belief Revision Aiming at Truth Approx-
imation; see in particular the contributions by Niiniluoto (2011), Cevolani et al. (2011), Kuipers (2011),
and Schurz (2011). See also Cevolani et al. (2013) and Cevolani (2013) for further work in this direction.
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theories by true inputs is a relatively uninteresting case of cognitive progress, cor-
responding to the very naive view according to which an agent approaches the truth
simply by accumulating more and more truths about the world—a view which is unac-
ceptable as an account of belief change aiming at truth approximation (Cevolani and
Tambolo 2013, section 5). Indeed, a real agent (like a scientist) will normally entertain
also false beliefs; and one of the reasons for revising these beliefs is exactly the attempt
to correct them and getting closer to the truth.

When the theories of different experts are merged together, one may hope to obtain
a collective theory which is more verisimilar than each of the individual theories, and
so constitutes an instance of cognitive progress. Thus, our question is: under what
conditions does belief merging track truth approximation? That is: given a profile
E = [Ty, ..., T], under what conditions Vs(E°) > Vs(T;) for all T; in E? The
answer is similar to that given above for the case of belief revision. In fact, one can
easily check that:

If Ty, ..., Ty are all true, then Vs(E®) > Vs(T;) for all T; in E (6)

This means that if the agents have only true beliefs about the world, then merging
them together leads the collective theory at least as closer to the truth as any of their
individual theories. The proof of (6) is straightforward, since if 71, . . ., T are all true,
they are compatible and then E° is just their conjunction, which is true. It follows
that E° will be at least as verisimilar as each 7; for all verisimilitude measures Vs
satisfying the Popperian requirement (4).

However, even if just one agent holds some false beliefs, then merging his theory
with the others in the profile can result in a collective theory which is much farther
from the truth than many (or even all) of the individual theories. Still worse, this may
happen even if all other agents, except the one accepting a false belief, only hold true
beliefs. The reason is that when a false theory is combined with a true one, the resulting
theory will be generally false and possibly less verisimilar than both. An example will
clarify this point.

Example 1 Suppose that two agents accept, respectively, theories 71 = a; — —as A

- A —a, and T» = a;. Note that T} is false while 75 is true. Since 77 and T, are
compatible, their merging 77 07> will be their conjunction aj A(a; — —axA- - -A—ay),
which amounts to a constituent which is very far from the true one ¢, = aj; A -+ - A ay.
Most verisimilitude theorists would agree that, in this case, T1 o T is less verisimilar
than both T and T5. In fact, while both T} and T} o T, are false, the latter entails more,
and more “serious”, falsehoods than the former. And while 7> and T} o 7> agree on the
truth of ay, the latter adds to this true belief a number of false beliefs on the remaining
basic sentences of .%,.

As noted by an anonymous referee, results of this kind can be used to suggest
that, in general, agents should not merge their beliefs too quickly, if they aim at truth

6 Essentially the same kind of examples can be used to show why the revision of a false theory by true
inputs may be less verisimilar than the original theory; cf. Schurz (2011, p. 210, example 4) and Kuipers
and Schurz (2011, p. 154).
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approximation, since this may lead them farther from their cognitive goal. As noted in
Sect. 2, however, in the present framework agents are simply assumed to always merge
their beliefs, so the issue is whether merging is or not instrumental in approaching the
truth. In this connection, belief merging, like AGM belief revision, does not track truth
approximation in general. To be sure, it is well possible that merging together different
false theories leads to a collective theory which is true, or closer to the truth than each
of the original theories. However, there are apparently no general conditions under
which this is guaranteed.

4 The basic feature approach to truth approximation and merging

In order to investigate the relationships between truth approximation and AGM belief
revision, Cevolani et al. (2011) applied the so called “basic feature” approach to
verisimilitude, henceforth “BF-approach” (see also Cevolani et al. 2013). They showed
that, when attention is restricted to a specific kind of theories, labeled “conjunctive”,
the conditions under which belief revision tracks truth approximation can be made
explicit in a fairly general way. In this section, we pursue this strategy and apply the
BF-approach to belief merging in order to obtain more satisfactory results than the
one in (6) in the previous section.

The main idea underlying the BF-approach is that the verisimilitude of theory T
can be interpreted in terms of the balance of true and false information conveyed by
T about the “basic features” of the target domain. When %, is used to describe this
domain, these basic features are described by the basic sentences (literals) of .%;,. This
amounts to assume that the agents’ beliefs are not represented by arbitrary theories
(statements) of .%;,, but by the so called “conjunctive” or “basic” theories (“‘c-theories”,
for short) of .%;,, which are conjunctions of m basic sentences concerning m different
atomic sentences (with m < n). Note that, if m = 1 then the c-theory is just a basic
sentence, while if m = n then it is a constituent. For this reason, c-theories can also be
called the “quasi-constituents” of .7, (Oddie 1986, p. 86), since each c-theory is, so
to speak, a “fragment” of a constituent of .%, (indeed, of all constituents compatible
with that c-theory). One can check that there are exactly 3" c-theories expressible in
%,, including the 2" constituents and the tautological c-theory with m = 0.

Each conjunct of a c-theory T will be called a “(basic) claim” of T (about the world).
The key intuition underlying the BF-approach is that T is highly verisimilar if 7 makes
many claims about the basic features of the world, as described by c,, and many of
those claims are true. This is a way of making sense of Popper’s original intuition
that verisimilitude “represents the idea of approaching comprehensive truth. It thus
combines truth and content” (Popper 1963, p. 237). Calling each true claim of T a
“match”, and each false claim a “mistake”, of T, we may say that T is highly verisimilar
if T makes many matches and few mistakes about c,. More formally, let #(7, c,) and
f(T, c,) denote, respectively, the set of matches and of mistakes of 7. Moreover,
let cont, (T, ¢,) = [t(T, c,)|/n and cont s (T, c,) = |t(T, c.)|/n be the normalized
number of matches and of mistakes of 7. In order to assess the verisimilitude of T,
cont;(T, c,) may be construed as the overall reward attributed to the matches of T
and —cont ¢ (T, c,) as the overall penalty attributed to the mistakes of T'. A “contrast
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measure” of verisimilitude is a weighted average of the reward due to 7’s matches
and of the penalty due to 7’s mistakes Cevolani et al. (2011, p. 188):

Vso(T) L cont, (T, ) — peont (T ¢,) )

where ¢ > 0. Intuitively, different values of ¢ reflect the relative weight assigned to
truth and falsity, i.e., to the matches and mistakes of 7. Note that, if ¢ = 0 and T is
a constituent (i.e., it makes n basic claims), then Vsy(T') reduces to the normalized
Hamming (or Dalal) distance between propositional constituents. It is easy to check
that Vs, satisfies the Popperian requirement (4) according to which, among truths,
verisimilitude increases with logical strength.”

In order to apply the BF-approach to the analysis of belief merging, let us introduce
some (more or less) standard terminology. We shall say that a given basic sentence b
of £, is “accepted” in T when b is a claim of T, is “rejected” in T when —b is a claim
of T, and is “indeterminate” in 7 when neither b nor —b is a claim of T, i.e., when
b is neither accepted nor rejected in 7 (cf. Girdenfors 1988, p. 22). In these three
cases, we shall also say that (the agent holding) T accepts, rejects, and “suspends the
judgment on” b, respectively. When c-theory 77 is compared with c-theory 7>, three
“parts” of T} can be defined (Cevolani et al. 2011, p. 193):

(i) the “overlapping” part of T} w.r.t. T, i.e., the conjunction Or, 7, of the claims of
T1 also accepted in 7»;
(i1) the “conflicting” part of 77 w.r.t. 7>, i.e., the conjunction Cr, 7, of the claims of T}
rejected in 7>; and
(iii) the “excess” part of 71 w.r.t. T», i.e., the conjunction Xr,7, of the claims of T}
which are indeterminate in 75.

The overlapping, conflicting, and excess parts of 7> w.r.t. 71 are defined in the same
way (see Fig. 2). If T1 and T are the theories of two epistemic peers, their (dis)agree-
ment can be construed in terms of the relevant parts of 77 and 7». In particular, we
shall say that (the two agents holding) 7 and T>:

(i) “agree” on each atomic sentence appearing in O7, 1, (or, equivalently, in Or,7,);
(if) “(strongly) disagree” on each atomic sentence appearing in C, 7, (or, equivalently,
in CTZTI); and
(iii) “weakly disagree” or “differ (in opinion)” on each atomic sentence appearing in
X771, and in X7, 7,

In words, T1 and T, agree on their common claims, i.e., on each atomic sentence
that both accept or reject; (strongly) disagree on their conflicting claims, i.e., on each
atomic sentence that one accepts and the other rejects; and weakly disagree on each
atomic sentence that is accepted or rejected in one theory, and indeterminate in the
other. With reference to Fig. 2, for example, we shall then say that 77 and 7> agree on
P2, disagree on p3 and p4, and differ in opinion on p; and ps.

7 Indeed, Vs¢ satisfies the stronger condition that, among true theories, the one with the greater number
of matches is more verisimilar than the other; i.e., if 71 and 7> are true and cont; (T, cx) > cont;(Tp, c4)
then Vi (T1) > Vsg(T2).
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Xnn Onn Cnn agreement disagreement
N —— | ]
i = Pt AN 7P2 AN P3N P4 i = pt NP2 AN P3N D4
L = -p2 A P33 A P4 A Ds T = Lﬁlh AN TP3 N P4 N D5
e ad S— ~— 4'
Ont Cpry Xp 1, weak disagreement

Fig. 2 Agreement, disagreement and weak disagreement (difference of opinion), defined in terms of the
overlapping, conflicting, and excess parts of 77 and 7»

The BF-approach provides a simple common framework to study both truth approx-
imation and belief merging. In this connection, one may note that, in the new ter-
minology just introduced, the verisimilitude of T is defined by (7) in terms of the
accepted (basic) truths and of accepted (basic) falsehoods (or rejected truths) of T, or,
equivalently, in terms of the agreement and (strong) disagreement between 7 and the
truth c,. As far as belief merging is concerned, once can check that, given a profile
E = [T, ..., T] of k c-theories, the collective theory resulting by merging them is
just (see the “Appendix” for a proof):

E° = /\{bi :{Tj € E : Tj accepts b;}| > {T; € E : T; rejects b; }|} ®)

In words, E° is a new c-theory such that, for each of its claims, there are more
agents accepting it than rejecting it. Note that the above result offers a straightforward
interpretation of the process of belief merging in terms of a voting procedure. For each
atomic sentence «a; of ., each agent (in some order) is asked whether he accepts,
rejects, or suspends the judgment on, that sentence. If some agent accepts (rejects) a;,
and if all other agents suspends the judgment on a;, then a; will be accepted (rejected)
in E°. If some agent accepts (rejects) a; and some other rejects (accepts) it, a; will be
accepted (rejected) in E° if and only if the majority of agents accepts (rejects) a; (the
vote of those who suspend the judgment is irrelevant). Finally, if all agents suspend the
judgment on a;, a; will be excluded by the collective theory E°. In short, the merging
of T, ..., T is the conjunction of basic sentences which are accepted by some of the
agents and on which the majority agrees.

Note that, if the number k of agents is even, and exactly half of them accept a; and
the other half rejects it, a; will not be accepted in the collective theory, since no strict
majority is available, so to speak, to solve the disagreement. It follows that, if there
are only two agents, and they disagree on some a;, a; will be indeterminate in the
collective theory. In other words, the merging of c-theories 77 and 75 is just:

TyoTl, =011 ANX1i, A X1 ©)]

i.e., the conjunction of claims on which 77 and T» agree or weakly disagree.® With
reference to Fig. 2, for example, the merging of 71 and 7> is T1 o T» = p1 A—pa2 A ps.

8 Note the difference between the merging and the AGM revision of c-theories T and 7, which amounts
to Ty x Tp = Tp A X7, 7, (Cevolani et al. 2011, p. 193).
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5 Truth approximation and peer (dis)agreement

Suppose that k agents merge their c-theories 77, ..., T} into a collective theory E°.
When is E° more verisimilar than each 7; in E, i.e., when have the agents as a group
made a cognitive progress toward the truth about the world? A couple of toy examples
will be sufficient to show that no general answer is readily available to this question.
Indeed, it is well possible that E° is (much) more verisimilar than each T7;, as the
following example shows:

Example 2 Let us consider three agents with theories 71 = a; A —ax A a3 A —aa,
T, = —ay A—azAagAas (these are the two theories in Fig. 2), and T3 = ax Aaz AagAag.
By (8), their merging is the true c-theory E° = a; A ax A a3 A as A as A ag, which
is more verisimilar than each of T, 75, and 73. In fact, one can easily check that
Vsg(E®) = g is greater than both Vs (T1) = Visg(17) = % (since ¢ > 0) and
Vsg(T3) = =

o
Thus, an adequate combination of agreement and disagreement among the agents
may be instrumental to truth approximation. However, even a small degree of dis-

agreement is sufficient, in some cases, to block cognitive progress, as the following
extreme case shows.

Example 3 Supposethat Ty = aj A—ax Aaz A---Aay, Th = —ay Aax Aaz A+ - - Aay,
and T3 = —a; A —ax Aaz A --- A ay. By (8), their merging is E° = T3, i.e., the least
verisimilar among the three theories.

The example above shows that even if the agents agree on most of the basic truths
about the domain, merging their theories may lead most of them farther from the truth.

In short, both agreement and disagreement may favor, but also hinder, cognitive
progress, depending on the specific circumstances. In this connection, the only general
conclusion one can draw is that a fair degree of heterogeneity in opinion—i.e., of weak
disagreement—among the agents is essential for the purpose of truth approximation,
both to trigger change and to resolve (strong) disagreement. This is particularly clear
in the two-agents case. In fact, given (9) one can immediately prove that:

VS¢(XT2T1) > VS¢(CT1T2) and

10
Vse(X11,) > Vg (Cry1y) (10)

Vsg(T1 0 To) > Vsg(T1), Vse(T) iff

In words, T1 o T3 is more verisimilar than 77 just in case weak disagreement outweighs
strong disagreement, in the sense that the (possible) increase in verisimilitude due
to the addition of the excess part of 7> outweighs the (possible) decrease due to
the elimination of the conflicting part of 77 w.r.t. 7, from the collective theory; and
similarly for 7.

Example 4 Assume that 71 and T3 are the c-theories in Fig. 2. Then one can easily
check that Vs (T) o To) = 2_T¢ is greater than Vsy (T1) = Vsg(T2) = %

Note that, given (9), if there is no difference of opinion between 77 and 7>, then
Ty o T» is just the conjunction Or, 7, of the claims on which both agents agree. Thus,
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absence of weak disagreement leads to the extreme conservative policy of accepting
only shared beliefs, that, in turn, tends to hinder cognitive progress. This is shown by
the following result (see the “Appendix” for a proof):

If there is no weak disagreement between 77 and 73 then:
Vsg(T1 0 To) > Vsg(Th) iff Vsg(T1 0 To) < Vsg (1) (11
for all verisimilitude measures Vsy with ¢ > 1.

Intuitively, this means that, in most cases (i.e., for ¢ > 1) the collective theory will be
closer to the truth than the less verisimilar theory, but farther from the truth than the
more verisimilar one. In this sense, no overall cognitive progress is made in absence
of weak disagreement. Two special cases are worth noting here. First, if 77 and T
totally agree, i.e., share all their claims, then 7 o T» = T1 = T>. In this case, no agent
changes his beliefs, and hence no progress is made toward the truth. Second, if 77 and
T, totally disagree, i.e., the one rejects each claim of the other, then 77 o 75 is just the
tautology and amounts to suspending the judgment on all factual matters.

Such results can be extended to the general case of k agents merging their c-theories
T1, ..., Ty, as follows. Let us say that an atomic sentence a; is “at issue” if it appears
as a conjunct of at least one of these theory. Then, if all agents agree on each sentence
at issue (i.e., they all accept or reject it), the merging process will result in no change
of opinion and so in no cognitive progress. Moreover, if k is even and the agents totally
disagree in the sense that, for each sentence at issue, exactly half of them accept it and
the other half reject it, merging is “annihilating”, since it leads to suspend all possible
beliefs. Thus, only if the agents weakly disagree on at least some matter, it is possible
that some progress is made. In sum, weak disagreement appears as a necessary (but
not sufficient) condition for truth approximation.

6 Concluding remarks and further work

The results of the last section seem to vindicate the commonsense idea, going back at
least to Mill, that disagreement among rational agents can trigger cognitive progress,
construed as increasing approximation to the truth. In fact, both Mill’s “variety of
opinion” and “collision of adverse opinions”—i.e., what we called, respectively, weak
and strong disagreement in Sect. 4—play a crucial role in the process of belief merging
and hence of truth approximation.

In particular, when some agents combine together their beliefs (according to the
belief merging model), weak disagreement or diversity of opinion between them is
essential to guarantee at least the possibility of approaching the truth through belief
merging. A too high degree of agreement, on the contrary, is, so to speak, paralyzing,
since it may prevent the agents both from eliminating old falsehoods from their col-
lective theory, and from accepting the new truths on which some of them disagree. In
this connection, strong disagreement may be instrumental in eliminating from the final
theory some falsehoods accepted in some of the individual theories, but can be annihi-
lating if affecting too many of the agents’ beliefs. While results like (10) and (11) are
not easily extended to the many-agents case, they quite clearly highlight the role and
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relative importance of agreement and (weak) disagreement for the purpose of truth
approximation.

As already noted in Sect. 1, the problems of belief merging and peer disagreement
have recently received a great deal of attention. While a detailed comparison of our
approach with other accounts in the literature is beyond the scope of this paper, in
the following we highlight some of the main connections with related discussion in
the areas of judgment aggregation, debate dynamics, and opinion dynamics. First,
however, we suggest how to improve and extend the present approach in order to
obtain a better understanding of more realistic cases of truth approximation through
belief merging.

Estimated verisimilitude In the previous sections we have discussed the relationships
between belief merging and truth approximation as if the truth values of the agents’
theories were known. While this assumption is useful for the purposes of conceptual
analysis, as emphasized by Niiniluoto (2011, p. 177) practical rules of belief change
cannot be directly based upon absolute truth values, since in typical situations these are
simply unknown. In other words, in real-life situations, including everyday reasoning
and scientific inference, one has to operate under uncertainty and risk. Niiniluoto
(1987, p. 269) has proposed to address this problem by defining a measure of “expected
verisimilitude” based on an underlying epistemic probability distribution P defined
over the set of the constituents ¢y, ..., ¢; of .2, and expressing the rational degrees
of belief in the truth of each alternative ¢; given the available evidence e (see also
Oddie 1986, p. 180). The expected degree of verisimilitude of 7 is then calculated
by summing up the verisimilitude of 7 in each state multiplied by the corresponding
probability given e:

EVs(Tle) L > vs(T, 1) P(cile)

Ci

This definition provides a measure EVs(T |e) of the degree of estimated closeness to
the truth of theory 7', given the evidence. It also allows us to compare two different
theories 77 and 7> with regard to their estimated closeness to the truth, and to say, e.g.,
that theory 77 seems, in view of e, more verisimilar than theory 75, when EVs(T|e) >
EVs(T»|e).

When approximation to the truth is construed as the aim of inquiry, expected
verisimilitude appears as a suitable candidate notion in order to study and define oper-
ations of belief change (including belief merging) in the service of truth approximation
(cf. Niiniluoto 2011, Sec. 7, in particular p. 178). In this connection, one might assume
that all agents in the group share the same evidence e, and ask whether EVs(E®|e)
is greater than EVs(T;|e) for each agent i, i.e., whether belief merging increases the
expected verisimilitude of the collective theory. Another suggestion would be to treat
the agents’ beliefs as evidence, apply the merging operation in order to resolve dis-
agreements among them, and, finally, accept the theory 7 which maximizes the value
of EVs(T|E®), i.e., the theory which is estimated as the most verisimilar given the
agent’s opinions. This is perhaps the most sensible choice for a decision maker who
has to act on the basis of some experts’ advice. Further work is needed, however, in
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order to check under what conditions the theory so obtained is (expected to be) more
verisimilar than the agents’ individual theories, so guaranteeing cognitive progress
about the domain.

Truth approximation vs. truth tracking In this paper, we investigated truth approxi-
mation via belief merging, asking whether combining the beliefs of different agents
increases the (expected) verisimilitude of their final theory. A different question is the
following: under what assumptions concerning the reliability of the agents and the
merging procedure, the whole truth about the domain (i.e., ¢,) is eventually identi-
fied? This is known in the literature as the “truth tracking” issue (cf. Konieczny and
Pino Pérez 2011, pp. 259-262). Much research on the truth tracking problem has
been motivated by Condorcet’s jury theorem in political science, which says that if
the agents are sufficiently reliable—i.e., their individual probability of correctly judg-
ing the truth or falsity of a proposition is greater than 0.5—and form their opinions
independently, then the probability that the majority of the agents correctly judges a
proposition approaches 1 as the number of agents tends to infinity. This theorem has
been recently studied, and generalized, in the field of belief merging (Everaere et al.
2010) in order to compare the truth tracking ability of different merging operators.
Interestingly, the merging operator defined in (3) does not satisfy the truth tracking
condition as defined by Everaere et al. (2010, see proposition 4); moreover, further
work is needed to clarify the logical and conceptual relationships between the truth
tracking and the truth approximation issue.

Belief merging, judgment aggregation, and truth tracking Belief merging and truth
tracking are both related to the research program on ‘“judgment aggregation”, that
is motivated by (the generalization of) another classical result due to Condorcet, the
so-called “discursive dilemma” (in social choice theory) or “doctrinal paradox™ (in
jurisprudence) (List 2012, pp. 180 ff.). The problem arises with groups of decision
makers (expert panels, legal courts, boards, etc.) who vote by majority on a set of
logically related propositions aiming at producing a collective decision on them. It
may then happen that, while all individual judgments concerning the propositions are
consistent, the collective judgment obtained by majority voting is not. Pigozzi (2006)
first noted the connections between judgment aggregation and belief merging, and
applied the methods developed in the latter field to address the paradoxes arising in
the former. More recently, Hartmann and Sprenger (2012) have studied the problem
of truth tracking from the perspective of judgment aggregation. The relations between
belief merging, judgment aggregation and verisimilitude are worth studying, starting
from the crucial role that distance-based methods of analysis play in all these three
areas.

Debate dynamics, opinion dynamics, and truth approximation Finally, both truth
approximation and truth tracking can be studied, as recently shown by Douven and
Kelp (2011) and Betz (2013), within different simulation-based accounts of opinion
dynamics and rational consensus formation. In this field, one studies how the beliefs of
a community of agents evolve in time, assuming that, at each step, an agent’s beliefs
are determined both by his own beliefs and by the beliefs of his peers at the pre-
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vious step. Two well-known models of this kind are the Lehrer—Wagner model and
the Hegselmann—Krause model, with their modifications and extensions (Riegler and
Douven 2009). Using computer simulations, one can study the evolution over time of
the beliefs of the community, investigating under what conditions such beliefs con-
verge on a overall consensus. A more fine-grained approach, taking into account the
“micro-dynamics” of the debate going on within the community itself, is provided by
the theory of dialectical structures, developed by Betz (2013) in the field of formal
argumentation theory. All these approaches can be construed as contributions to the
research program on “veristic” social epistemology (Goldman 1999), i.e., the system-
atic study of practices of rational belief change and consensus formation with respect
to their tendency to disseminate true beliefs in communities of truth-seeking agents.
Douven and Kelp (2011) and Betz (2013) analyze the truth-conduciveness of these
practices with regard to, respectively, the Hegselmann—Krause model and the theory
of debate dynamics.

Remarkably, as emphasized by Betz (2013, p. 40, note 7), this latter theory presents
some very interesting connections with the BF-approach of Sect. 4. In the theory of
debate dynamics, the beliefs of each agent are essentially represented by a constituent
of the underlying language, i.e. as a “complete” c-theory; thus, both the verisimil-
itude of a theory and its distance from other theories can be expressed in terms of
the (normalized) Hamming distance between constituents, i.e., as a special case of
the contrast measure of verisimilitude defined in (7). Agents then minimally change
their beliefs or theories in order to make them compatible with a shared “dialectical
structure”, i.e., the set of interconnected arguments (deductively valid inferences from
some premises to a conclusion) proposed so far by the participants to the debate. In
this richer framework, one can analyze the role of argumentation both in reaching a
consensus among the agents and in tracking down the truth; moreover, such an analysis
is more fine-grained than, but in principle perfectly compatible with, the one proposed
in the present paper. Finally, the BF-approach can be used to extends the theory of
debate dynamics by allowing agents to maintain also “incomplete” beliefs about the
world, i.e., proper c-theories instead of constituents (cf. Betz 2013, p. 10). Further
work is needed, however, to clarify the details of the connection between these two
approaches (for a preliminary exploration see Cevolani 2014).
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7 Appendix: Proofs

We first introduce some notation and terminology. Given a c-theory T', a completion of
T is any constituent ¢; of .%;, which agrees with all the claims of 7'. One can check that
¢i € Zr iff ¢; is acompletion of T'. The reversal of a constituent is another constituent,
which is the conjunction of all the negations of the conjuncts of the former constituent.
By extension, the reversal of a sentence X is the sentence which contains, in its range,
the reversal of each constituent appearing in Zy (Oddie 1986, p. 50). One can check
that, given a c-theory T, the reversal of T is just the conjunction of the negations
of the claims of T'; this was called the “specular” of T by Cevolani et al. (2011,
p. 186).

Proof of result (8) Let be E = [Ty, ..., Ti] a profile of k c-theories. Recall from (3)
that E° = \/{c; : Apin(E, ¢;) is minimal}, where A(E, ¢;) = ZT/_GE Amin(T}, ¢i).
Note that, if 7; is a c-theory, the closest constituent in %’TJ. to ¢; is the completion of
T; which agree with ¢; on all the basic sentences which are indeterminate in 7; thus,
mm(TJ, ¢;) is just the number of mismatches between 7 and ¢;. In turn, A(E, ¢;)
is the sum of the number of mismatches between ¢; and each T; in E. Moreover, one
can check that this sum can be equivalently expressed as the the sum, for each basic
sentence b appearing in ¢;, of the number of theories in E rejecting b. This means
that ¢; is the closer to E, the smaller the number of theories in E rejecting each of its
claims.

Let be ¢; and ¢; two constituents differing only because b is accepted in ¢; and
rejected in ¢j,. Then ¢; is closer than ¢, to E iff: 1) either some 7; in E accepts b
and no T} in E rejects b; 2) or there are in E both theories accepting b and theories
rejecting b, but the former are more than the latter. This means that all the constituents
closest to E will agree on each basic sentence b such that the number of theories in E
accepting b is greater than the number of those rejecting it. The conjunction of such
b is exactly the c-theory E°.

Proof of result (9) Let be T1 and T» two c-theories. As Fig. 2 shows, they can be
expressed, respectively,as Ty = O, ACy AXTy and Tt = O ACT, 1y AXTy1y -
Note also that, on the one hand, the claims of O7,7, = O7, 7y, of X775, and of X7, 7,
are rejected neither by 77 nor by 7>. On the other hand, each claim of C7,7, and of
Cr,1; is rejected by one theory and accepted by the other. From result (8), it follows
that Ty o Th = OT] nANXnn ANXnr-

Proof of result (10) Let be T; and T, two c-theories. Note first that, as one can
easily check, measure Vs, as defined in (7) is additive in the sense that, given a
c-theory T, Vsy(T) = Zb Vsy(b) where b is a claim of T. Thus, e.g., Vsy(T1) =
Vs (O1y15) + Vs (C1y13) + V(X1 75). From result (9), it follows that 71 o To =
0T1 VORAN XT1 A XTZTI . Then VS¢,(T1 ol) > VS¢(T1) iff VS¢(0T1 T2) + VS¢(XT| Tz) +
Vsg (X11) > Vsg(O115) + Vg (Crimy) + Vs (X1y1) iff Vs (X1o1) > Vsp(Cryy).
Similarly, VS¢(T1 o T2) > VS¢(T2) iff VS¢(XT1 Tz) > VS¢(CT2T1).

@ Springer



2400 Synthese (2014) 191:2383-2401

Proof of result (11) Let be T1 and T» two c-theories and suppose that there is no
weak disagreement between 77 and 73, i.e., that their extra parts are “empty”. From
result (9) it follows that 77 o T = Or,1,. Moreover, from result (10) it follows
that Visg(T1 o T2) > Vsg(Th) iff Vse(Cry1,) < 0 and Vsg(T1 o To) > Vsy(To) iff
Vs¢(Cr,7y) < 0. Note that, by definition, the conflicting part of 77 is the reversal
of the conflicting part of 75, and vice versa. One can check that, if ¢ > 1, then
Vsg(Cry1y) > 0 1iff Vs (Cryry) < 0. In fact, Vsg(Cry1,) > 0 iff, by definition (7),
cont (Cr1y, ¢x) > @pcont ((Cpy1y, Cx), 1.€., if T makes more matches than mistakes.
But since, by definition, cont;(Cr, 1, ¢x) = cont s (C1,1;, ¢4) and cont ¢ (Cry 1, ¢4) =
cont;(Cr, 1y, C4), this means that C7,7, makes more mistakes than matches and hence,
given ¢ > 1, that Vis4(Cr,1;) < 0. It then follows that Vs (T7 o T2) > Vi (Ty) iff
Vsg(T1 0 T) < Vsg(T2), and vice versa.
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